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1. Leskovec, Jure, Anand Rajaraman, and Jeffrey David Ullman. Mining of massive data sets, 3rd
Edition. Cambridge university press, 2020.

2. J. Mendes Moreira et al., A General Introduction to Data Analytics, John Wiley & Sons, 2019

3. Tan, Pang-Ning, Michael Steinbach, and Vipin Kumar. Introduction to Data Mining, 2nd edition,
Pearson Education India, 2016.
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University of Illinois at Urbana-Champaign Micheline Kamber Jian Pei Simon Fraser University
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programming: programming multi-agent systems using JaCaMo. Mit Press, 2020.

2. 5. Lopes, Fernando, and Helder Coelho, (eds). Negotiation and Argumentation in Multi-Agent
Systems: Fundamentals, Theories, Systems and Applications, Bentham Science Publishers, 2018.
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Sons, 1996.
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1. Alammar, J. and Grootendorst, M., 2024. Hands-On Large Language Models: Language
Understanding and Generation. " O'Reilly Media, Inc.".
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ChatGPT and other LLMs. Addison-Wesley Professional.
3. Raschka, S., 2024. Build a Large Language Model (From Scratch). Simon and Schuster.

4. Zhang, D., Yu, Y., Dong, J., Li, C., Su, D., Chu, C. and Yu, D., 2024. Mm-lIms: Recent advances in
multimodal large language models. arXiv preprint arXiv:2401.13601.

39 il b ol ¥l sl ol (2
u«:)lf)o ol).é| Q.ﬂ J).w J...QM; Lgl)g G SlasYe
to 30 (S S (65155 w6l ol (&

9 plosl (59> O jga Sllxial g (oloy)l 0l S92g (Sdg yiSUl ples (B39al g (6 3lme 1] Sl




S PN S UK (5318 9 1w ) Olgis i A

A>19 9 (w3d £g Digital Video . = .
Processing RSl 4 00 Olgae
M s O 4y S | 3 0908
O e O ol caast Syl | i w9y
PSS O Gl caass
55 ks v 119 o
O wbobl / dluy/o3ey
0 s pdy JUsdl- J sl ¢A roaebe Sl

Sebel/csgolb b ie g rgolel el b tad

lew,.o MMM,&

59938 S5 B 30) 038 0 sg0lel Ay bT Curdg
(098 Lasein G LS| oaass

1550 31g0 [0 o517 01 lisows [T 0l o 3T 0 code s 1Sl 35 noSS w390l £95 dx 3518 Jos w1y 571

P LRV

ol Sloiliin 5 ood) S GBilon pealie b plgztils lusl -
oS85 098 00 (578 30 () )0 2y Blaal ASdE o il ()T glosli iy 5 (0B (sPg (100 eetlie -

TP et 5 Gyl paised bl pir Jly ailabus Lolss ¢ Soang Sl i 4558 (5 o Julod g Gloled o

Sy L_g;’ﬁ‘d"j Sleds| Lg)Lng)lD- ‘g_;;’y“\"ﬁ A_JUGL«.’)‘ 30 Uas r‘,...'ad.» céj;..b9 Q)LML.M)‘ 6L€bdul.ol.w (SR ¢

Pag (93105 50 B)5 6 SOl w2 SlaSl 9 6 ]

059 Slaal

g g ol e 03,88 slo b, b Sksl (¥

:Ubdaa.é).w (¢

RNy G UK 75 S 5 5l paigad (V

S > 2oy g e (V
ol polal (o5lw 00,8 slas,lasbiwl (F

Py ab Jeol O

Sl p Ol ptlsS (F
Py (§3kw 00,88 glao bl (VY

o9y 8PNy slas lastiul (A

1B g lguomo b cuwlicto (S0l — (2000 (g (&




VA /oSGl 5 e san s SIS S eslS padigs Ll alis,lS

(goleaiin) (2l )l (sig, (&

M)OY" 0)5).» 9 gﬂ...jli: ‘LS“JNS 6L®M~ll}$
doy ¥ Jlopsd 0L oses!
Sy ¥ Sk s

gl =48 5l D yse )0 5)lge ple
10yl gl 360 ye0 GUKel g Ol jugxs «Olog 3o (&

58S 59 g0ug «Sujle g b A5

1§ Ry ode 2slo (&

1. Processing, Video. "Communications, Yao Wang, Jorn Ostermann, Ya-Qin Zhang." (2001).
2. Bovik, Alan C. The essential guide to video processing. Academic Press, 2009.
3. Tekalp, A. Murat. Digital video processing. Prentice Hall Press, 2015.

39 il b ol ¥l sl oliade (z
t9 S (SS9 S (65155 9 (sl wli>d (&

5 plol gy pim &gy bl 5 lds) 5,00 Ssmy (g iSUl oled igeel 5 (g5l 1) Sl




A1 ES5L, 5 o sumn hgp il B 5 5alS pnikign il (i)

Sow dw g 9 (Sl Jwo 1 wilB a4 o Olgis 1 A
A>19 9 (w3d £g Modeling and 3D . e .
Rendering FaudSl 4 033 Olge
M s O 4y S | 3 0908
O e O ol caast Syl | i w9y
PSS M slis! caass
55 ks v 119 o
O wbobl / dluy/o3ey
0 s pdy JUsdl- J sl ¢A ol Sl
Sebel/csgolb b ie g rgolel el b tad 0933 &1 Bp0) 30 i s90ll bl cunog
MW'W,A O s dunnigo (890 yasmio Sy  caass

1555 31g0 [0 o517 [0 liows [T 0l o 3T 0 code s 1Sl 33 noSS wig0l £95 dx 3518 Jos w1y 571

P LRV
S dw S,y g Siludoe wb penlie (Siae -

o3 g Slanl

1,8 o8 K yas, oY ol b slst )

OpenGL |5l bwgs joud a0l owwg asbip .Y

b fad pw (o
ol ezl (Brme g (ST ans S (B yne )

S s S (pg el Y

OpenGl L stsl ¥

Sy @lp el il ey asliy W F

LT 18 o LT g5l ool 5 o VLS O

G A (SIS s G0 W0 alishe glgil

SHES Gam s bize S o G ale g ilon e Y
Sy Y quly @lizee e o 43 IS (slgay 55501 A

(Texture) sl coww A




iBap g lgione b cuwlico (g S0l — (20L by (©
Sl iagie 5 e okl 5 priols DUl lae AJISS plal (S 3 ol Lags J s |

(goleaiin) (2l )l (sig, (&

M)OY" 0)5).» 9 gﬂ...jli: ‘LS“JMS 6L®M~ll}$
doy ¥ Jlopsd 0L oyses!
Sy ¥ Sk s

9% —ae3 53 D90 50 8 lge ple
10yl gl 360 yg0 WLl g Ol jupxi «Olog o (&

255950 g2y o SSle 5 Sl 4155

(ol (oole @b (g

1. Hearn, Baker and Carithers, Computer Graphics With OpenGL, Fourth Edition by,
2011.
D. Shreiner et al, OpenGL Programming Guide, 7th edition, Addison-Wesley, 2009
3. V. Scott Gordon, John L. Clevenger, Computer Graphics Programming in OpenGL with

C++, 2021
4. Edward Angel, Dave Shreiner, Interactive Computer Graphics: A Top-Down Approach

with Shader-Based OpenGL (6™ Edition), 2012

N

oi9 il b ol ¥l sl ol (7
u«:)lf)o ol).é| Q.ﬂ J).w J...QM; Lgl)g G SlasYe
to 30 (SS9 S (65155 w6l ol (&

9 plosl (59> O jga Sllxial g oloy )l 0l S92g (g yiSUl pled (B39al g (6 3lme 1] Sl




GBS 9 DAcgazmo 1wyl 4 w)yd Olgie 1!
a9 9 o £ Fuzzy Sets and Systems | : cuwdSl 45 (w3d Olgis

M s mEY 350 | Il g (w90
O e O o saass 31 | DHled (w9
H oo 9 ol gaasi A ERVE IR,

O wbobl / dluy /o3y y tep g o

O sy Jbbl- sl £A ioslo ol
Skl g gelo b 2 50 < gobo/ Sl b g 50 29990 81y B y0) e rd it sgelel (s LT g
O ol duwgo M s Az (D9 Lathin (S )i  srast

150 0lg0 [ o 517 [ buwow [ ol Lo 3T [ GAI.:)&N9@‘)@%&),&Té,&@;é}'é&&'§f'

P LRV

Olgziasly el diaiisn gladilols ,o Combbpac b 15 ¢ ioled pae slo b, 5l (So b pbazails SLsl o cpl 5l an

S8 lapias 5lwodly 5 ik 0 T 655 0976 (5 slaasgaze 4 ki b L ye 2k Sls 6551 et
285 wanles ol |y Gglaie Jluwe gl

H3Y) Slon!

Sadiga sladilols drws ;0 10,515 5 556 4 s b HLsl -)

S sloacgorme b (ald e uls (ialed 0958 (o) =Y
d)b Lgl.@d.cs,o.’z.a l.| Lmolo ‘5)LMJJ'.\-O 9 J...L?u -y

0 i s (5

&3 slrasgoe (8 yxe

Lilyy g o Sy wlacl (ealic

38 Slhboe g axwgs Jol

3 sl

S5 s 5 0 slaalole

38 s

&6 albels 530

63— e cailols

(oains (ganaby>) (538 ools Joloxs

(\
«
¥
(f
()
¢
Y
A
A

Ol e () -
6B sl (VY
3B SRS el (Y




A¥ oSGl 5 o sman i G| S 5 5enlS padign Ll s )lS

1B g lgiono b cuwlico (g S0l — (200 by (©

(goleaiin) (2l )l (sig, (&

Soys ¥ b Job 50 (@D slacellad
xo,3 VO o ol o9
S0 YO Sk s

)5l gl 3060 yg0 OUL! g Ol jupexi’ «log o (&

25559, 4 e NS

igoleiy (ool il (g
R. Kruse et al., Computational Intelligence: A Methodological Introduction, 2nd edition, Springer,
2022.
H.J. Zimmermann, Fuzzy Set Theory and Its Applications, 4th edition, Springer, 2001.
T.J. Ross, Fuzzy Logic with Engineering Applications, 4th edition, John Wiley & Sons, 2017.
K.H. Lee, First Course on Fuzzy Theory and Applications, Springer, 2005.
D. Dubios & H. Prade, Fuzzy Sets and Systems: Theory and Applications, Academic Press, 1980.
C.T. Leondes, Fuzzy Theory Systems: Techniques and Applications, Academic Press, 1999.
G.J. Klir & B. Yuan, Fuzzy Sets and Fuzzy Logic: Theory and Applications, Prentice-Hall Inc.,
1995.

=

No ok o

oi9 il b ol ¥l sl ol (7
u»)lf)o ol).él Q.ﬂ J).w J...QM; Lgl)g G SlasYe
t 30 (SS9 Sl (65155 3 sl wllasMe (2

gl plil (6,505 O jga Sl 5 ol 00 d925 (Siig iSUl pled (2550l 5 (s5lme Ol ISl




