
 

 

 جمهوری اسلامی ایران 

 وزارت علوم، تحقیقات و فناوری

 ریزی آموزشیبرنامه عالیشورای 

 

 رشته یبرنامه درس

 مهندسی کامپیوتر

COMPUTER ENGINEERING TITLE 

 کارشناسی ارشدمقطع 

 

 گرایش

Artificial Intelligence and Robotics و رباتیک هوش مصنوعی 

 

 

 
 مصوب چهل و چهارمین جلسه شورای دانشگاه

 7/8/1404مورخ 

 

 



 2/    کارشناسی ارشد مهندسی کامپیوتر گرایش هوش مصنوعی و رباتیک

 

  

 
 برنامه:  یبازنگرو  نیتدو تهیکم یاعضا

 اصفهان  دانشگاه یعلم اتیه عضو   احمدرضا نقش نیلچی دکتر

 اصفهان دانشگاه یعلم اتیه عضو    سید پیمان ادیبی دکتر

 اصفهان دانشگاه یعلم اتیه عضو  دیحسین کارشناس نجف آبا دکتر

 اصفهان دانشگاه یعلم اتیه عضو   حمید رضا برادران کاشانی دکتر

 اصفهان دانشگاه یعلم اتیه عضو   الهام کردی قصرالدشتی دکتر

 اصفهان دانشگاه یعلم اتیه عضو   حسین ماهوش محمدی دکتر

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



 3/    کارشناسی ارشد مهندسی کامپیوتر گرایش هوش مصنوعی و رباتیک

 

  

 فهرست
 7........................................................................................................... رسیفصل اول: مشخصات کلی برنامه د

 8 ........................................................................ ین برنامه درسییو تب یکل یالف( مقدمه: معرف

 8 ............................................................................................................. ب( اهداف

 8 ................................................................................................. ت و ضرورتیپ( اهم

 9 ...................................................................................... یدرس یت( تعداد و نوع واحدها

 10 ....................................................... آموختگانمورد انتظار از دانش یستگیو شا ییث( نقش، توانا

 10 ................................................................................... ط و ضوابط ورود به دورهیج( شرا

 11 ................................................................. اجرا و گسترش رشته؛ ط، ضوابط و الزاماتیچ( شرا

 11 .................................................................................... ندهیحال و آ یشغل یهانهی( زمح

 12 .............................................................................. یو اجتماع ی، فرهنگیگاه تمدنی( جاخ

 13.....................................................................................................دروس........ مشخصات و عناوین جدول:  دوم فصل

 14................................................................................جبرانی ..................... دروس ی: عنوان و مشخصات کل2جدول  

 15.......................................................................تخصصی الزامی ............... دروس ی: عنوان و مشخصات کل3 جدول 

 16...................................................تخصصی اختیاری................................. دروس ی: عنوان و مشخصات کل4 جدول 

 17.............................................................................................های دروس ........................ویژگی: سوم  فصل

 20................................................................................................................ ..........................................یادگیری ماشین 

 22...................................... .............................................. ................................... .های عصبی و یادگیری عمیق شبکه

  24............................................................................................................................................................ ..شناسایی الگو 

                         26..............................................رایانش تکاملی................................................................................................................

 28...................................................................................... ................................ ..............متغیرها و فرایندهای تصادفی

 30................................................................................................................................. ................ ............نیماش ینائیبب

 32.......................................................................................... ..................... .....................................یرقم یرپردازیتصو

 34...............................................................اطلاعات......... ..................... ................................................... یساز پنهان

 36............................................................................................................. ..................... ................یعیزبان طب پردازش



 4/    کارشناسی ارشد مهندسی کامپیوتر گرایش هوش مصنوعی و رباتیک

 

  

 38............................................................................ ..................... ...................................................یرقم یپرداز گفتار

 40............................................اطلاعات در وب......... ..................... ................................................... یابیو باز جستجو

 42.............................................................................................متحرک خودگردان......... ..................... ........ یها ربات

 44................................................................................................. ............................قیعم یریادگیدر  شرفتهیپ مباحث

 46....................................................................................... ..................... ................................یستیز یداده ها لیتحل

 48......................................................................................... ..................... ..............................................کیوانفورماتیب

 50................................................................................. ..................... ........................................یآمار نیماش یریادگی

 52................................................................................. ......... ............................................یاحتمالات یگراف یها مدل

 54...................................................................کلان داده ها......... ..................... ................................................ لیتحل

 56........................................................................................... ..................... ..............................نیماش یریادگی هینظر

 58...................................................................................... .............................................. ............... یساز نهیبه هینظر

 60........................................................................... ..................... .....................................یرقم یها گنالیس پردازش

 62................................................................................ ..................... .................................................. یتیتقو یریادگی

 64............................................................................................................ ......... .....................یسه بعد وتریکامپ ینائیب

 66...........................................................................ربات......... ..................... ...................... یو نقشه بردار یابی مکان

 68..................................................................................................... ..................... ................یکاربرد نیماش یریادگی

 70........................................................................................فرکانس......... ............................. -و پردازش زمان لیتحل

 72................................................................................................... ..................... ...........................شرفتهیپ یکاو داده

 74...............................................................................................شده ......... ..................... ........ عیتوز ینوعمص هوش

 76.......................................................................................................... ..................... ... یتیچند ماه یزبان یها مدل

 78....................................................................... ..................... .......................................ییدئویو یگنالهایس پردازش

 80................................................................................................................................. ..... یسه بعد ریو تعب یمدلساز

 82......................................................................................... .... .................................یفاز یستمهایها و س مجموعه

 

 

 



 5/    کارشناسی ارشد مهندسی کامپیوتر گرایش هوش مصنوعی و رباتیک

 

  

 
 

راتییجدول تغ  

 

 برنامه درعنوان درس  فیرد
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 شده یبازنگر
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 عملی نظری عملی نظری 

روز رسانی به دکتر ادیبی 3 یادگیری ماشین 3 یادگیری ماشین 1

 مطالب و مراجع 

شبکه های عصبی و  3 شبکه های عصبی مصنوعی  2

 یادگیری عمیق 

روز رسانی به دکتر برادران 3

 محتواعنوان و 

 یروز رسانبه دکتر ادیبی 3 شناسایی الگو 3 شناسایی الگو 3

 مطالب و مراجع

 یروز رسانبه دکتر کارشناس 3 رایانش تکاملی 3 رایانش تکاملی 4
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 یروز رسانبه دکتر برادران 3

 عنوان و محتوا

 دیفصل جدسر دکتر نقش نیلچی 3 تحلیل داده های زیستی   14
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  یدرس برنامه نییتب و یکل یمعرف: مقدمه( الف

ای هوشمند هها و برنامهکه هدف آن طراحی و ساخت ماشیناست ای از علوم و مهندسی کامپیوتر هوش مصنوعی شاخه

نست. گستره لیت یک عامل در دستیابی به اهداف در جهان پیرامون پس از ادراک محیط داتوان هوش را قاباست. می

های عمیق و شها و کاوهای متنوع بشری از زندگی روزمره گرفته تا پژوهشکاربرد این دانش و اهمیت آن در فعالیت

 چالش برانگیز علمی روز به روز در حال افزایش است. 

  فاهداب( 

هایی چون ینههای نظری، عملی، و تحقیقاتی در زمرشد هوش مصنوعی مشتمل بر دروس متنوع با جنبهادوره کارشناسی

های صمیم گیریها، تشخیص و تمایز الگوها، تادراک محیط، پردازش سطح بالای اطلاعات دریافتی، یادگیری از ورودی

باشد. ای عدم قطعیت میهای پیچیده و دارد در محیطهای واقعی، و استنتاج کارآمبهینه و توزیع شده، عملکرد نرم در محیط

ترین دترین و موفقهدف این دوره تربیت کارشناسان ارشدی است که علاوه بر آشنایی و احاطه کامل بر مبانی نظری و جدی

های کزار و تکنیکارگیری عملی این اصول و توانایی کار با ابرویکردهای علمی مطرح در سطح بین المللی، قابلیت به

ره قدرت خلاقیت رود که دانش آموختگان این دوروزآمد در کاربردهای مختلف مطرح را دارا باشند. همچنین انتظار می

ه از دانش را های نظری و عملی موجود در رویکردهای مطرح در  این حوزو ابتکار به منظور رفع مشکلات و محدودیت

در دو گرایش  ارشد هوش مصنوعیدوره کارشناسی زا ایفاء نمایند.  سکسب کرده و در پیشرفت مرزهای دانش نقشی به

 تدوین شده است.« مهندسی دانش»و « های هوشمندسیستم»تخصصی 

  و ضرورت تیپ( اهم

فناوری اطلاعات و  وهای مرتبط با کامپیوتر های هوشمند در اغلب صنایع و فناوریها، و مدلها، الگوریتمامروزه روش

نوعی به صورت اند. لذا ضرورت دارد کارشناسان ارشدی در رشته هوش مصذ و اهمیت چشمگیری پیدا کردهارتباطات نفو

د. توجه به موارد زیر تخصصی آموزش داده شوند تا بتوانند نیازهای کشور را در این زمینه جالب و رو به رشد تأمین نماین

 سازد:تر میاهمیت و ضرورت تربیت کارشناسان ارشد هوش مصنوعی را روشن

های های اجتماعی، تجارت الکترونیکی، شبکههوشمند در حوزه اینترنت، شبکه هایتوسعه و گسترش روزافزون روش -1

 های فناوری اطلاعات و ارتباطات. کامپیوتری، و سایر زمینه

ی و نظامی،  مانند داری، مهندسی پزشکی، و صنایع دفاعاهای هوشمند در اتوماسیون صنعتی و نفوذ فزاینده روش -2

 هوشمند.      های هوشمند، و تسلیحاتها با تکنیکرباتیک، تشخیص خودکار در خط تولید کارخانجات، تشخیص بیماری

واسطه جوان بودن رشته و وجود توانایی ه و پیشی گرفتن از جوامع پیشرفته بههای قابل توجامکان دستیابی به پیشرفت -3

 یان کشور. و استعداد بالا در دانشجو
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 یدرس ی( تعداد و نوع واحدهات

  جموعام بایستی دانشجو جبرانی، دروس احتساب بدون که است سال  2هوش مصنوعی   ارشدکارشناسی  دوره طول

  .بگذراند را درسی واحد 32

  ارشناسی را در صورتیکه در دوره ک( 2 درس از دروس اختیاری )جدول 3هر دانشجو موظف است حداکثر

 در آنها نمرات لیو بوده الزامی دروس این در قبولی نمره اخذ است، ذکر به لازم .ده باشد اخذ نمایدنگذران

 .شد نخواهد دانشجو لحاظ معدل محاسبه

  درس از جدول 3و حداقل  3جباری جدول ا تخصصی دروس از درس 4 حداقل موظف است دانشجوهر 

 اخذ نماید.  4دروس تخصصی اختیاری جدول 

  از دروس  یکیرا به عنوان " سمینار و روش تحقیق"دو واحدی دوم، درس  مسالیدر ن موظف است دانشجوهر

 .دیاخذ نما 4جدول اختیاری  یتخصص

  از یا دیگر تمرکز دروس جدول از را باقیمانده واحدی 3 درسیک  راهنما استاد موافقت با نداتومی دانشجوهر 

 .نماید اخذ دیگر هایدانشکده از یا دانشکده دیگر گرایشهای دروس

 

 ارشد ی کارشناسیواحدها عیتوز -(1) جدول

 واحد تعداد دروس نوع

 12تا  0 جبرانی  دروس

 12  یالزام یتخصص دروس

 14  یاریاخت یتخصص دروس

 6 نامهانیپا 

 32 جمع
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  :آموختگاندانشمورد انتظار از  یستگیو شا ییتوانا نقش،( ث

 مرتبط دروس ژهیو یهایتوانمند و هایستگیشا ها،مهارت

ر هاي هوشمند دها و الگوريتمقابليت پياده سازي مدل

 هاي مختلف و کاربردهاي متنوع. مقياس

هاي عصبی و يادگيري يادگيري ماشين، شبکه

هاي گرافی ، مدليادگيري تقويتیعميق، 

 ، شناسائی الگواحتمالاتی

 هايالگوريتمها و قدرت طراحی، تحليل، و مقايسه مدل

هوشمند مختلف از لحاظ دقت، سرعت، قابليت اطمينان، 

مقاوم بودن در مقابل تغييرات محيط، و سازگاري با 

 مشخصات مسأله در دامنه مورد نظر.

هاي عصبی و يادگيري يادگيري ماشين، شبکه

هاي ، مدلتحليل و پردازش زبان فرکانس عميق،

 هااحتمالاتی، تحليل کلان دادهگرافی 

هاي آماري ها با استفاده از تکنيکاستخراج بينش از داده

 .و يادگيري ماشين

ماشين شناسائی الگو، يادگيري ماشين، يادگيري 

، نظريه يادگيري ماشين، يادگيري تقويتیآماري، 

 فیمتغيرها و فرايندهاي تصادداده کاوي پيشرفته، 

 ها برايهاي نوين در هوشمندسازي سيستمارائه رهيافت

کاربردهاي مختلف، و نيز طرح کاربردهاي جديد براي 

 هاي هوش مصنوعی. ها و مدلروش

 هوش مصنوعی توزيع شده، يادگيري تقويتی،

پنهان سازي اطلاعات، يادگيري ماشين کاربردي، 

 ها و سيستمهاي فازيرايانش تکاملی، مجموعه

هايی براي درک و پردازش تصاوير و توسعه سيستم 

 هاي زيستیدرک زبان انسان و دادهو ويديوها 

هاي پردازش سيگنال ويدئو، مدلبينائی ماشين، 

، گفتار پردازي رقمی، تصوير زبانی چند ماهيتی

هاي زيستی، پردازش ، تحليل دادهپردازي رقمی

سه  سيگنال رقمی، بيوانفورماتيک، بينائی کامپيوتر

 ه بعديسسازي و تعبير ، مدلبعدي

 مرتبط دروس یعموم یهایتوانمند و هایستگیشا ها،مهارت

توانايی تشخيص روش و راهکار مناسب در برخورد با 

 مسايل مختلف در حوزه هوش مصنوعی. 

سازي، نظريه يادگيري ماشين، نظريه بهينه

 يادگيري تقويتی

ا توانايی تجزيه يک مسئله پيچيده به اجزاي قابل حل ب

 بمناس حلهوش مصنوعی و انتخاب يا ابداع راه

 کاوي پيشرفتههوش مصنوعی توزيع شده، داده

هاي قابليت کار گروهی و تيمی براي توليد سيستم

 هاي بزرگ.هوشمند در مقياس

 دماهيتیهاي زبانی چنسمينار، مدل

 دورهو ضوابط ورود به  طی( شراج

کامپیوتر،  علوم( ریاضی علوم ،اطلاعات فناوری کامپیوتر، مهندسی هایرشته از یکی در کارشناسی مدرک بودن دارا

 .میباشد الزامی دوره این به ورود برای برق مهندسی یا )آمار کاربردها، و ریاضیات
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 رشته؛ گسترش و اجرا الزامات و ضوابط ط،یشرا( چ

 شرط، ضابطه و الزام توجه کرد: نیبه چند دیبا ،یو گسترش رشته هوش مصنوع زیآمتیموفق یاجرا یبرا

 یهاپروژه یاجرا یبرا یقو یارتباط یهاو شبکه شرفتهیافزار پافزار و نرم: وجود سختیاورفن یهارساختیز (1

 است. یضرور یهوش مصنوع

از  یمختلف هوش مصنوع یهالازم در حوزه یهامتخصصان با مهارت تی: تربیانسان یروین تیآموزش و ترب (2

 دارد. تیها اهمها و دانشگاهکارگاه ،یآموزش یهادوره قیطر

مناسب و  یبه منابع مال ازین ،یهوش مصنوع نهیو توسعه در زم قیتحق ی: برایگذارهیو سرما یمال تیحما (3

 مستمر وجود دارد. یهایگذارهیسرما

 میو حفظ حر یاز هوش مصنوع یاستفاده اخلاق یو مقررات مناسب برا نیقوان نی: تدویو اخلاق یمسائل حقوق (4

 است. یکاربران ضرور یخصوص

تبادل دانش و  یمختلف برا یهاکشورها و سازمان انیم یهمکار یبسترها جادی: ایالمللنیب یاهیهمکار (5

 است. تیحائز اهم اریها بستجربه

به  قیو تشو یهوش مصنوع دیجد یهانهیدر زم یو پژوهش یعلم قاتیاز تحق تی: حمایپژوهش و نوآور (6

 .ینوآور

 

 بود. دواریمختلف ام یهانهیدر زم یو گسترش هوش مصنوع رفتشیبه پ توانیو الزامات، م طیشرا نیا تیرعا با

 واجرای الگوریتمهای هوش مصنوعی و آموزش شبکه عصبی مصنوعی بزرگ   منظور بههای سریع پردازش زیرساخت

 و اجرا الزامات جمله از متخصص علمی هیئت نیروهای جذب همچنین و داده پردازش و افزارنرم توسعه ابزارهای

 .باشدشته هوش مصنوعی میر گسترش

 ندهیحال و آ یشغل یهانهیزم( ح

 نی. در حال حاضر، متخصصشودیرا شامل م یمتنوع یشغل یهانقش کینزد یاندهیدر حال حاضر و در آ یهوش مصنوع

 نی. ادکننیم تیفعال نیماش یینایو ب ،یکاوداده ق،یعم یریادگی ،یعیمانند پردازش زبان طب ییهادر حوزه یهوش مصنوع

مورد تقاضا  اریبس یو درمان، حمل و نقل، و خدمات مال بهداشتاطلاعات،  یمختلف از جمله فناور عیها در صناتخصص

 شود،یم ینیبشیپ یهوش مصنوع نینو یهایفناور یسازادهیمرتبط با توسعه و پ یدیجد یشغل یهانقش نده،یهستند. در آ

 یمصنوع هوش انیبه مرب ازین ن،ی. همچنداریپا یو هوش مصنوع ک،یربات تیریمد ،یهوش مصنوع یمداراز جمله اخلاق

روزافزون هوش  تیدهنده اهمروند نشان نی. اافتیخواهد  شیافزا زیحوزه ن نیآموزش و ارتقاء دانش افراد در ا یبرا

 است. یبه بازار کار جهان یدهدر شکل یمصنوع
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 یاجتماع و یفرهنگ ،یتمدن گاهیجا( خ

 تیفی. از ارتقاء ککندیم فایامروز ا یتمدن، اجتماع و فرهنگ جهان یریگدر شکل یابرجسته ارینقش بس یهوش مصنوع

 یهایارتباطات و همکار لیحمل و نقل و آموزش، تا تسه ،یپزشک یهانهیبا ارائه خدمات هوشمند در زم یزندگ

 لیو تحل هیبه تجزهوس مصنوعی  ن،یهمچنکرده است.  ظهور یاتیح یفناور کیبه عنوان  یهوش مصنوع ،یالمللنیب

و  کیاستراتژ یهایریگمیتصم تواندیکه م کندیکمک م ندهیآ یروندها ینیبشیگسترده و پ یهاداده

 یخصوص میو حفظ حر یمانند مسائل اخلاق ییهاحال، همچنان چالش نیموثرتر را ممکن سازد. با ا یهایگذاراستیس

ما دارد،  یکه بر زندگ یاگسترده راتیبا تأث یاست. در مجموع، هوش مصنوع داریو پا قیدق توجه ازمندیمطرح است که ن

 شده است. لیتحول در جامعه معاصر تبد یاصل یاز محورها یکیبه 
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 فصل دوم

 جدول عناوین و مشخصات دروس



 

 جبرانی عنوان و مشخصات کلی دروس  -(2جدول )

 درس عنوان فیرد
تعداد 

 واحد

 تعداد نوع کیتفک به واحد تعداد

 ساعات

 

 یا ازینشیپ

ظر ازین هم
ن

 ی

مل
ع

 ی

ظر
ن

 ی
– 

مل
ع

 ی

  48   ✓ 3 یآمار و احتمال مهندس 1

  48   ✓ 3 جبر خطی کاربردی 2

  48   ✓ 3 سیگنال و سیستم 3

4 
مبانی و کاربردهای هوش 

 مصنوعی

3 
✓   48  

  48   ✓ 3 مبانی هوش محاسباتی 5

  48   ✓ 3 تمهاالگوری تحلیل و طراحی 6

 .دروس اختیاری را در صورتیکه در دوره کارشناسی نگذرانده باشد اخذ نمایدواحد از  12تا  0دانشجو موظف است هر *

  



 15/    کارشناسی ارشد مهندسی کامپیوتر گرایش هوش مصنوعی و رباتیک

 

  

 هوش مصنوعیگرایش  تخصصی الزامیعنوان و مشخصات کلی دروس  -(3جدول )

 درس عنوان فیرد
تعداد 

 واحد

 کیتفک به واحد تعداد

 نوع
 *ساعات تعداد

 ازینشیپ
هم 

 نیاز

ظر
ن

 ی

مل
ع

 ی

ظر
ن

 ی
– 

مل
ع

 ی

 عملی نظری

    48   ✓ 3 یادگیری ماشین  1

    48   ✓ 3 و یادگیری عمیق های عصبیشبکه 2

    48   ✓ 3 شناسایی الگو 3

    48   ✓ 3 رایانش تکاملی 4

    48   ✓ 3 فرایندهای تصادفیمتغیرها و  5

 است . یالزامهوش مصنوعی ارشد  انیدانشجو یتمامبرای جدول  نیادروس گذراندن چهار درس از  *

 

 

 

 

 

 

 

 

 

 

 



 

 گرایش هوش مصنوعی تخصصی اختیاریعنوان و مشخصات کلی دروس  -(4جدول )

 درس عنوان فیرد
تعداد 

 واحد

 کیتفک به واحد تعداد

 نوع

 صرفاًس)در یتیمأمور/یشیآما تیوضع

 دروس تخصصی اختیاری برای

 (مشخص شود

 *ساعات تعداد

 ازهم نینیاز یا پیش

ظر
ن

 ی

مل
ع

 ی

ظر
ن

 ی
– 

مل
ع

 ی

مرتبط با 

 تیمأمورآمایش/

 موسسه نیست.

 مرتبط با

 تیمأمور/شیآما

 است. موسسه

 عملی نظری

   48  ✓   3  بینائی ماشین 1

   48  ✓   3  تصویرپردازی رقمی 2

   48  ✓   3  پنهان سازی اطلاعات 3

   48  ✓   3  پردازش زبان طبیعی 4

   48  ✓   3  رقمیگفتار پردازی  5

   48  ✓   3  جستجو و بازیابی اطلاعات در وب 6

   48  ✓   3  ربات های متحرک خودگردان 7

   48  ✓   3  یادگیری عمیقمباحث پیشرفته در  8

   48 ✓    3  تحلیل داده های زیستی 9

   48  ✓   3  بیوانفورماتیک 10
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   48  ✓   3  یادگیری ماشین آماری 11

   48  ✓   3  مدل های گرافی احتمالاتی  12

   48  ✓   3  تحلیل کلان داده ها 13

   48  ✓   3  نظریه یادگیری ماشین 14

   48  ✓   3  نظریه بهینه سازی  15

   48  ✓   3  پردازش سیگنال های رقمی 16

   48  ✓   3  یادگیری تقویتی  17

   48  ✓   3  بینائی کامپیوتر سه بعدی 18

   48  ✓   3  مکان یابی و نقشه برداری ربات 19

   48  ✓   3  یادگیری ماشین کاربردی 20

   48  ✓   3  فرکانس -تحلیل و پردازش زمان 21

   48  ✓   3  داده کاوی پیشرفته 22

   48  ✓   3  هوش مصنوعی توزیع شده  23

   48  ✓   3  مدل های زبانی چند ماهیتی  24

   48  ✓   3  پردازش سیگنالهای ویدئویی 25
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   48 ✓    3  مدلسازی و تعبیر سه بعدی  26

   48  ✓   3  مجموعه ها و سیستمهای فازی 27

28 
مباحث ویژه در هوش مصنوعی و رباتیک 

1 

 
3   ✓  

48 
  

29 
مباحث ویژه در هوش مصنوعی و رباتیک 

2 

 
3   ✓  

48 
  

30 
وعی و رباتیک مباحث ویژه در هوش مصن

3 

 
3   ✓  

48 
  

   48  ✓   3  یک درس از سایر گرایش ها یا رشته ها  31

   32  ✓   2  قیتحق و روش ناریسم 32

 ساعت است. 128یا  64ساعت، کارآموزی و کارورزی  48ساعت، عملی )از نوع کارگاهی(  32ساعت، عملی  16ساعت آموزش برای هر واحد نظری  :*

 

 

 

 

 



 

 

 

 

 

  

 فصل سوم

 های دروسویژگی
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 ب: هدف کلی:

کند. يادگيري ماشين به طور خلاصه بر اخذ و تجميع دانش دلالت اين درس يک معرفی جامع از موضوع يادگيري ماشين ارائه می

اهده نمونه داده هايی از دامنه دارد. مدل هاي يادگيري ماشين به جاي برنامه ريزي ماشين براي انجام يک وظيفه مشخص، با مش

 گيرند که چگونه در راستاي انجام اين وظيفه عمل کنند.  ي ياد آن وظيفه 

 اهداف ویژه: 

 ها در کاربردهاي عملی مختلفها، و کاربردهاي يادگيري ماشين، و پياده سازي و ارزيابی اين مدلآشنايی با اصول، روش -۱

 موجود در حوزه يادگيري ماشين هاي ر روشکسب ديدگاه لازم براي نوآوري د -2

 ها: پ( سرفصل

مفاهيم، کاربردها، اهميت، انواع يادگيري، مراحل، چالش ها، چرخه طراحی، رهيافت هاي بهينه سازي، راهکارهاي مه: مقد -۱

 ارزيابی، آزمون هاي آماري

پسين، بيزي، و اميد رياضی پارامتر، توزيع هاي  تخمين چگالی: رويکرد پارامتري )تخمين هاي بيشترين شباهت، بيشترين -2

رويکرد غيرپارامتري )فرموله سازي کلی، و بيان فرضيات پرکاربرد، توزيع پيشين مزدوج، تخمين ترتيبی بيزي، خانواده نمايی(، 

 و تقريب هاي به کار رفته در آن، روش هاي مبتنی بر هسته، هيستوگرام، و نزديکترين همسايگان(

ن خطی: کاربردها، بيش برازش، بهينه سازي فرم بسته، نزول در امتداد گراديان، تعميم به برازش تابع غير خطی، انواع رگرسيو -3

 ، شبه معکوس، خروجی چندبعدي ridge/lassoتوابع نگاشت غيرخطی، مدل آماري رگرسيون، منظم سازي 

اي (، کاربردها، رويکرد توليدي/ تمايزي، دسته بند چند دستهدسته بندي: مفاهيم )تابع تمايز، مرز تصميم، جدايی پذيري خطی -4

و  2اي )يکی در برابر بقيه، يکی دربرابر يکی(، توابع اتلاف، رگرسيون منطقی، تحليل تمايز درجه با دسته بندهاي دو دسته

 رين همسايهنزديکت k، دسته بندي غيرپارامتري، روش نزديکترين همسايه، روش ROCخطی، بيز ساده، ارزيابی، 

(، نسخه هاي جدايی پذير خطی، حاشيه نرم، KKTماشين بردار پشتيبان: بهينه سازي با محدوديت )ضرايب لاگرانژ، شرايط  -5

 و غير خطی، ترفند هسته، معتبر بودن هسته، مهندسی هسته

  XBoxحريصانه، مثال  درخت هاي تصميم: معيارهاي ناخالصی، بهره حاصل از افراز در هر گره، الگوريتم يادگيري -6

 یادگیری ماشین  عنوان درس به فارسی:الف: 

 نوع درس و واحد Machine Learning عنوان درس به انگلیسی:

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی   تخصصی الزامی ندارد نیاز:همدروس 

 3 عداد واحد:ت
 حل تمرین:

 عملی -نظری  تخصصی اختیاری

  ه نامرساله / پایانپروژه/ 

   اشتغال پذیری-مهارتی 48 تعداد ساعت:

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (مشخص شود تخصصی اختیاری

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  :نیاز است؟نوع آموزش تکمیلی اگر واحد عملی دارد، چه 

.............. 



 21/    کارشناسی ارشد مهندسی کامپیوتر گرایش هوش مصنوعی و رباتیک

 

  

شبکه هاي باور بيزي: استقلال شرطی، شبکه بيزي براي تجزيه توزيع توأم کامل بر حسب توزيع هاي شرطی محلی، جدايی  -7

جهت دار، انسداد مسير در گراف، استنتاج احتمالاتی در شبکه بيزي، روش حذف متغير، يادگيري شبکه بيزي، مقدار مفقود، 

 (EMبيشينه سازي )-وريتم ميانگين گيريمتغيرهاي نهان، الگ

 (Auto-encoder( و شبکه خودکدگذار )PCAتحليل مؤلفه اصلی ) -8

 (GMMميانگين، مدل ترکيب گاسی ) k خوشه بندي با الگوريتم -9

     Adaboost(، Boosting(، تقويت )Baggingمدلهاي ترکيبی: ترکيب خبره ها، تجميع خودراه انداز ) -۱0

 (، يادگيري عميق، شبکه هاي عصبی پيشخور، شبکه هاي پيچشی HMMفی مارکف )مدل مخ -۱۱

  Qيادگيري تقويتی: پاداش آنی، پاداش تأخيري، فرآيند تصميم مارکف، يادگيري  -۱2

 

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 ارائه مطالب سرفصل توسط استاد، پروژه مطالعاتی، پروژه پياده سازي 

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 25   هاي کلاسی  تکاليف و فعاليت

 درصد 30  پروژه پژوهشی )مطالعاتی و عملی( 

 درصد 45    آزمون پايانی

 برای ارائه:  ازیموردنج( ملزومات، تجهیزات و امکانات 

 وتريپروژکتور و کامپ دئويو 

  چ( منابع علمی پیشنهادی:

1. Christopher M. Bishop, Pattern Recognition and Machine Learning, Springer, 2006. 

2. Aurélien Géron, Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow: 

Concepts, Tools, and Techniques to Build Intelligent Systems, O'Reilly Media; 2nd edition, 

2019. 

3. Trevor Hastie , Robert Tibshirani, and Jerome Freidman, The Elements of Statistical Learning: 

Data Mining, Inference, and Prediction, Second Edition, Springer, 2009.  

4. Kevin P. Murphy, Machine Learning: A Probabilistic Perspective, MIT Press, 2012. 

 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یملاحظات عموم 

  برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:
حل  دانشجويان جهت هاي عصبی متنوع و يادگيري عميق براياصول نظري و استفاده عملی از شبکه تبيينهدف اين درس 

پردازش تصوير، صوت و هاي مختلف ها در زمينهسازي و از جمله بکارگيري آنبندي، تقريب توابع و بهينهمسائل مختلف دسته

 متن است.

  اهداف ویژه:
 هاي ملموس و کاربري به منظور آموزش مفاهيم پيچيده و پراکنده يادگيري عميق در يک چارچوب جامعگيري از مثالبهره -۱

 هاي يادگيري عميقهاي پيچيده شبکه عصبی عميق در يکی از چارچوبسازي مدلآموزش و پياده -2

 ها: پ( سرفصل

 طالب مقدماتی )مدل نرون طبيعی و مصنوعی، تاريخچه و کاربردها(م -۱

 هاي عصبی )پرسپترون چندلايه و قاعده يادگيري پرسپترون(هاي شبکهمفاهيم پايه و مدل -2

 هاي عصبی مصنوعی )نزول گراديان، روش نيوتن و گراديان مزدوج(سازي در شبکهبهينه -3

 هاي بهبوديافته(ها و نسخهانتشار، محدوديتگوريتم پسانتشار خطا )القانون يادگيري پس -4

سازها، محوشدگی و انفجار گراديان، مقداردهی اوليه هاي اصلی، انواع بهينهمقدمات يادگيري عميق )مفاهيم پايه و چالش -5

 پذيري(هاي شبکه، رويکردهاي بهبود تعميموزن

 شده هاي شناخته( و معماريCNNهاي عصبی پيچشی )شبکه -6

 (RNN ،LSTM ،GRUهاي عصبی بازگشتی )شبکه -7

 هاي توجه و مدل ترنسفورمر پايهمکانيزم -8

 (LLMو  Diffusionهاي ، مدلGANهاي خودکدگذار، هاي مولد )شبکهمروري بر مدل -9

 مروري بر يادگيري تقويتی عميق -۱0

 

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 
 هاي دانشجويیتوسط استاد در کلاس، انجام تکاليف تئوري و عملی، ارائه ارائه سرفصل

 

 های عصبی و یادگیری عمیقالف: عنوان درس به فارسی: شبکه

 Neural Networks and عنوان درس به انگلیسی:

Deep Learning 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی  تخصصی الزامی  ندارد نیاز:همدروس 

 3 تعداد واحد:
 حل تمرین:

 عملی -نظری تخصصی اختیاری 
 امه نپروژه/ رساله / پایان

  اشتغال پذیری -مهارتی 48 تعداد ساعت:

برای دروس  صرفاً)ی درستیمأموروضعیت آمایشی/

 تخصصی اختیاری مشخص شود(

 تیمأمورمرتبط با آمایش/

 موسسه نیست 

مرتبط با 

آمایش موسسه /تیمأمور

 است 

موارد دیگر:  کارگاه  سمینار   آزمایشگاه سفر علمی  اگر واحد عملی دارد، چه نوع آموزش تکمیلی نیاز است؟:

.............. 
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 ث( روش ارزشیابی )پیشنهادی(: 
 درصد 45  سال هاي کلاسی در طول نيمفعاليت

 درصد 20    سالآزمون پايان نيم

 درصد 35    آزمون پايانی

 برای ارائه:   ازیموردنج( ملزومات، تجهیزات و امکانات 
 و ماژيک، ويديو پروژکتور تخته سفيد

 چ( منابع علمی پیشنهادی: 
1. Aggarwal, C. C. (2018). Neural networks and deep learning. Springer, Berlin. 

2. Buduma, N. and Locascio N. (2017). Fundamentals of Deep Learning: Designing Next-

generation Machine Intelligence Algorithms. O'Reilly Media. 

3. Buduma, N., & Papa, J. (2022). Fundamentals of deep learning. " O'Reilly Media, Inc.".  

4. Goodfellow, L., Bengio, Y. and Courville, A. (2015). Deep Learning. MIT press, Cambridge. 

5. Zhang, A., Lipton, Z. C., Li, M., & Smola, A. J. (2023). Dive into deep learning. Cambridge 

University Press. 

 

 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یملاحظات عموم 

  برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:
هدف اصلی اين درس معرفی اجزاء مختلف يک سامانه شناسايی الگو و رويکردهاي مختلف در اين حوزه است. شناخت روشهاي 

 اصلی، کار عملی با آنها، و زمينه سازي براي ابداع و نوآوري در شناسايی الگو اهداف کلی و اصلی درس هستند. 

  اهداف ویژه:
 هاي پايه دسته بندي و خوشه بندي با تأکيد بر روشهاي آماريروشمعرفی  -۱

 ها ها در استخراج ويژگی، کاهش بعد، تخمين چگالی، و ارزيابی مدلکسب بينش نظري درباره مفاهيم و چالش -2

 کسب قابليت نوآوري و ايده پردازي در حوزه شناسايی الگو -3

 ها: پ( سرفصل
 (هايه، کاربردها، طراحی و چالشتعاريف پا)ه مقدم -۱

 (تبديل سفيد، فاصله ماهالانوبيس، تابع چگالی/جرم احتمال، توزيع نرمال، ماتريس کوواريانس) مروري بر احتمالات و آمار -2

 د(نظريه تصميم بيزي )بيشترين پسين، توابع تمايز، نواحی و مرزهاي تصميم، حدود خطا، معيارهاي ارزيابی، ويژگيهاي مفقو -3

 ((  shrinkageتخمين پارامتر )بيشترين شباهت، بيشترين پسين، بيزي، اريب/نااريب، منابع خطا، بيش برازش، انقباض ) -4

 تحليل مؤلفه اصلی: شناسايی/کشف چهره با چهره هاي ويژه، تحليل تمايز خطی: بازيابی تصوير مبتنی بر محتوا()کاهش بعد  -5

: ترفند SVMنسخه غير خطی  ،SVMنسخه خطی و با حاشيه نرم ، VCي آماري و بعد اشين بردار پشتيبان )يادگيرم -6

 هسته(

 ((Auto-encoder(، شبکه خودکدگذار )MoG، مقادير مفقود، مدل مخلوط گاسی )EMمدل متغير پنهان )الگوريتم  -7

 ((   linkageه مراتبی، اتصال )هاي سلسلهاي احتمالاتی، روش، روشK-meansمعيارهاي فاصله، الگوريتم خوشه بندي ) -8

 ، فاصله مماس( kNN(، دسته بند kNNنزديکترين همسايه ) kتخمين چگالی ناپارامتري )روش پنجره پرزن، روش  -9

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 
 تی و عملی دانشجويیارائه مطالب منطبق با سرفصل توسط استاد، تکاليف نظري و عملی، تحقيق و پروژه مطالعا

 

 اسایی الگوالف: عنوان درس به فارسی: شن

عنوان درس به 

 انگلیسی:
Pattern Recognition 

 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی  تخصصی الزامی  ندارد نیاز:همدروس 

 3 تعداد واحد:
 حل تمرین:

 عملی -نظری تخصصی اختیاری 

 نامه پروژه/ رساله / پایان

  اشتغال پذیری -یمهارت 48 تعداد ساعت:

برای دروس  صرفاً)ی درستیمأموروضعیت آمایشی/

 تخصصی اختیاری مشخص شود(

 تیمأمورمرتبط با آمایش/

 موسسه نیست 

مرتبط با 

آمایش موسسه /تیمأمور

 است 

 کارگاه  سمینار  آزمایشگاه  سفر علمی  اگر واحد عملی دارد، چه نوع آموزش تکمیلی نیاز است؟:

 یگر: ..............موارد د
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 ث( روش ارزشیابی )پیشنهادی(: 
 درصد 25   هاي کلاسی  تکاليف و فعاليت

 درصد 30  پروژه پژوهشی )مطالعاتی و عملی( 

 درصد 45    آزمون پايانی

 برای ارائه:   ازیموردنج( ملزومات، تجهیزات و امکانات 
 پروژکتور و رايانه

 

 چ( منابع علمی پیشنهادی: 
1. Jürgen Beyerer, Raphael Hagmanns, Daniel Stadler, Pattern Recognition: Introduction, 

Features, Classifiers and Principles, Walter de Gruyter GmbH & Co KG, 2024. 

2. Christopher M. Bishop, Pattern Recognition and Machine Learning, Springer, 2006. 

3. Ulisses Braga-Neto, Fundamentals of Pattern Recognition and Machine Learning, Springer 

2020. 

4. Richard O. Duda, Peter E. Hart, David G. Stork, Pattern Classification, Wiley-Interscience, 2nd 

edition, 2000. 

5. Konstantinos Koutroumbas, Sergios Theodoridis, Pattern Recognition, Academic Press, 4th 

edition, 2008. 

6. Sergios Theodoridis, Konstantinos Koutroumbas, An Introduction to Pattern Recognition: A 

Matlab Approach, Academic Press, 2010. 

 

  :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 افراد نيا يبرا یملاحظات عموم

  ونیکی درس:برگزاری الکتر یبرا ملاحظات( خ
 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:

هاي الهام گرفته شده است. به طور خاص از روشهدف از اين درس آشنايی دانشجويان حل مسأله دنياي واقعی با استفاده 

سازي مبتنی بر نظريه تکامل طبيعی داروين سازي آنها، رويکرد بهينهسازي و نحوه مدلدانشجويان ضمن آشنايی با مسائل بهينه

 توانند از آن در حل مسائل مختلف استفاده کنند.را فرا گرفته و می

  اهداف ویژه:

 سازي و انواع آنئل بهينهآشنايی با تعريف مسا -۱

 سازيبکارگيري چارچوب تکاملی براي حل انواع مسائل بهينه -2

 هاي تکاملیکاربردهاي الگوريتم -3

 ها: پ( سرفصل
 آن انواعي و سازنهيحل مسأله با به (۱

 ی آناصل يهامؤلفهی و تکامل يهاتمي( الگورframework) چارچوب (2

 (variation) رييغ( و تrepresentation) شينما يهاروش (3

 (selectionانتخاب ) يهاروش (4

 یتکامل يهاتميالگور يهاهينظرو کار  نحوه (5

 (diversity preservationحفظ تنوع ) يهاروش (6

 هاتميالگور یابيو ارز یطراح (7

 (parameter tuning and adaptationپارامترها )تطبيق و  ميتنظ (8

 (swarm intelligence) یو هوش جمع یتکامل يهاتميالگورانواع  (9

 (co-evolutionهمگام ) یتکامل يهاسامانه (۱0

 (neuro-evolution) یعصب تکامل (۱۱

 (memetic) کي( و ممتhybrid) یبيترک یتکامل يهاتميالگور (۱2

 (multi-objectiveچندهدفه ) یتکامل يهاتميالگور (۱3

 رایانش تکاملی عنوان درس به فارسی:الف: 

 Evolutionary عنوان درس به انگلیسی:

Computation 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی   تخصصی الزامی ندارد نیاز:همدروس 

 3 عداد واحد:ت
 حل تمرین:

 عملی -نظری  تخصصی اختیاری

  نامه رساله / پایانپروژه/ 

   اشتغال پذیری-مهارتی 48 تعداد ساعت:

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (مشخص شود تخصصی اختیاری

 تیمأموریش/مرتبط با آما

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  :نیاز است؟نوع آموزش تکمیلی اگر واحد عملی دارد، چه 

.............. 
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 (noisyدار )نوفه و (non-stationary) ستايرايغ، (constrained) ديمق يسازنهيبههاي تکاملی براي الگوريتم (۱4

 (interactive) یتعامل یتکامل يهاتميالگور (۱5

 (evolution of things) اءياش تکاملی و تکامل کيربات (۱6

 هاي تکاملیپذيري با الگوريتمسازي انتقالی، توضيحبهينه (۱7

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 هاي دانشجويیارائهپژوهش پايانی و ام تکاليف تئوري و عملی، ارائه سرفصل توسط استاد در کلاس، انج

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 50  سال هاي کلاسی در طول نيمفعاليت

 درصد 20    سالآزمون پايان نيم

 درصد 30    آزمون پايانی

 برای ارائه:  ازیموردنج( ملزومات، تجهیزات و امکانات 

 ر کلاس مجهز به پروژکتو

 

 چ( منابع علمی پیشنهادی: 
1. Eiben and Smith, Introduction to Evolutionary Computing, 2nd edition, Springer, 2015. 

2. Doerr and Neumann, Theory of Evolutionary Computation, Springer, 2020. 

3. De Jong, Evolutionary Computation: A Unified Approach, MIT Press, 2006. 

4. Iba, Evolutionary Approach to Machine Learning and Deep Neural Networks, Springer, 2018. 

5. W. Banzhaf et al. (editors), Handbook of Evolutionary Machine Learning, Springer, 2024. 

 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس ادافر نياتسهيل شرکت  يبرا یملاحظات عموم

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. یو امتحانات بصورت حضور یابیوجود دارد.  ارزش یکیو آموزش تمام الکترون یامکان ارائه مجاز
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 هدف کلی:: ب

است.  ی متغيرها و فرايند هاي تصادفیاضير يساختارها يربنايز یو اصول اساس مياز مفاه یارائه درک جامعدف اين درس ه

مختلف  يهانهيدر زم یتصادف يندهايفرآ يرفتار و کاربردها نيو همچن یتصادف يرهايمتغ يهایژگيو و هايبندطبقه ف،يتعار

 . مورد بررسی قرار می گيرند

  :اهداف ویژه

 شناخته می شوند یو تصادف تيکه با عدم قطع يیداده ها ريو تفس ليو تحل هيتجز يلازم را برا يمهارت هاکسب  . ۱

 يو کاربردهادر زمينه هاي هوش مصنوعی از جمله يادگيري ماشين، شبکه هاي عصبی  شرفتهيمطالعات پ آماده سازي براي. 2

   هاآن

 ها: سرفصل
 ويژگی ها، توابع توزيع، جرم، چگالی، انتظار، واريانس و گشتاور مراتب بالا ی، تعريف وتصادف يرهايمتغ (۱

 ، توزيع هاي خاص: دو جمله اي، پواسون، نرمال و نمايی، کاربر هاي انواع توزيع هاوستهيگسسته و پ يها عيتوز (2

  تقل و وابسته.، توزيع توامان، توزيع حاشيه اي، توزيع مشروط، ساختارهاي مسرهيچند متغ یتصادف يرهايمتغ (3

: مارکوف، ثابت، یتصادف يندهايفرآ يطبقه بندی، و اصطلاحات اساس فيتعاری، تصادف يندهايبر فرآ يمقدمه ا (4

 کيارگود

 انتقال و رفتار بلند مدت يها سيماتر، مارکوف زمان گسسته ريزنج، مارکوفزنجيره  (5

 صف يکاربردها در تئور، و خواص فيتعر، پواسونگسسته،  يندهايفرآ (6

 مارکوف يندهايارتباط با فرآی، اساس يو کاربردها ميمفاهی، تصادف يرو ادهيپ (7

 دنيبر انواع فرآ يمقدمه ا، وستهيزمان پ یتصادف يندهايفرآ (8

 و علم داده یمهندس ،یدر امور مالی عمل يکاربردها و مثال ها (9

 

 متغیرها و فرایند های تصادفی  عنوان درس به فارسی:الف: 

 Random Variables and عنوان درس به انگلیسی:

Stochastic Processes 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی   تخصصی الزامی ندارد نیاز:همدروس 

 3 عداد واحد:ت
 حل تمرین:

 عملی -نظری  تخصصی اختیاری

  نامه رساله / پایانپروژه/ 

   اشتغال پذیری-مهارتی 48 تعداد ساعت:

دروس  برای صرفاً)درس یتیمورمأوضعیت آمایشی/

 (مشخص شود تخصصی اختیاری

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  :نیاز است؟نوع آموزش تکمیلی اگر واحد عملی دارد، چه 

.............. 
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رايانه و تدريس مساله محور،  آموزش برنامه اي و بوسيله  :متناسب با محتوا و هدف یریادگی – یاددهی روشت(  

 گروهی و  مبتنی بر تعامل )پرسش و پاسخ( .

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 25  سال هاي کلاسی تکاليف در طول نيمفعاليت

 درصد  35     سالآزمون پايان نيم

 درصد 40     آزمون پايانی

 برای ارائه:   ازیموردنج( ملزومات، تجهیزات و امکانات 

 تخته سفيد و ماژيک، ويديو پروژکتور

 چ( منابع علمی پیشنهادی: 
1. Athanasios Papoulis, S. U. Pillai, Probability, Random Variables and Stochastics Processes, 4th Ed., 

McGraw-Hill, 2002. 

2. Hwei P. Hsu, Probability, Random Variables, and Random Processes, 4th Ed., Schaum’s Outline 

Series, McGraw-Hill, 2019. 
3. Pierre Del Moral, S. Penev, Stochastic Processes: From Applications to Theory, CRC Press, 2016. 

4. Robert G. Gallager. Stochastic Processes: Theory for Applications. Cambridge University Press, 

2014. 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 بستگی به نوع معلوليت؛ امکانات رايانه اي، گفتاري و شنيداري مخصوص آنان فراهم شود.

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 امکان ارائه ترکيبی حضوري و مجازي درس وجود دارد.  ارزشيابی و امتحانات بصورت حضوري انجام شود.
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 ب: هدف کلی:

 یعمل يهاکاربرد کرديبا روها ها به ماشينجهت اعطاي قدرت ثبت و درک صحنه هيپا ميمفاهمعرفی 

  اهداف ویژه:

 و پياده سازي آنها نيماش يینايمتداول ب يهاتميالگورمعرفی تئوري و  ۱

  نيماش يینايب یصنعت يهاپروژه يازس ادهيو پ یطراح يبرا یو عمل يتئور یدانش کافبه  انيدانشجوتوانمند سازي  .2

 ها: پ( سرفصل
 معرفی مدل هندسی دوربين (۱

 رنگ ها (2

 فيلترهاي خطی (3

 گيهاي محلی تصويرويزه (4

 روشهاي پيش پردازش تصوير (5

 روشهاي قطعه بندي پايه تصوير (6

 روشهاي قطعه بندي پيشرفته (7

 (SIFTناپذير ) رييتغ یژگيو ليتبد (8

 يد سه بعديد (9

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت(  

 یانيترم و پژوهش پا انيو پا ترمانيامتحانات م ،یعمل فيارائه سرفصل توسط استاد در کلاس، انجام تکال

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد30  هاي کلاسی، تکاليف و پروژه فعاليت

 درصد 30    سالآزمون پايان نيم

 درصد 40    آزمون پايانی

 ی ماشینیبینا  ان درس به فارسی:عنوالف: 

 نوع درس و واحد Machine Vision عنوان درس به انگلیسی:

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی   تخصصی الزامی ندارد نیاز:همدروس 

 3 عداد واحد:ت
 

 عملی -نظری  تخصصی اختیاری

  نامه رساله / پایانپروژه/ 

   اشتغال پذیری-مهارتی 48 تعداد ساعت:

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (مشخص شود تخصصی اختیاری

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  :نیاز است؟نوع آموزش تکمیلی اگر واحد عملی دارد، چه 

.............. 
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 برای ارائه:  ازیموردنج( ملزومات، تجهیزات و امکانات 

 تابلو و ويدئو پروژکتور

 چ( منابع علمی پیشنهادی: 
1. A., and Jean Ponce. Computer vision: a modern approach. prentice hall professional technical 

reference, 2002. 

2. Bradski, Gary, and Adrian Kaehler. Learning OpenCV: Computer vision with the OpenCV 

library. " O'Reilly Media, Inc.", 2008. 

3. Davies, E. Roy. Computer and machine vision: theory, algorithms, practicalities. Academic Press, 

2012. 

4. Forsyth, David A., and Jean Ponce. Computer vision: a modern approach. prentice hall professional 

technical reference, 2002. 

5. Milan Sonka, Vaclav Hlavac, Roger Boyle, Image Processing, Analysis, and Machine Vision, 4rd 

edition, 2015 

6. Szeliski, Richard. Computer vision: algorithms and applications. Springer Nature, 2022. 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یملاحظات عموم

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 هدف کلی:(ب

هاي پردازش تصوير شامل مبانی رياضی و آمار ، سيگنال هاي دو بعدي، نمونه برداري، افزايش معلومات در زمينه اصول و پايه

  روند.میاز اهداف کلی اين درس به شمار  موضوعات ادراکی و تشکيل تصوير و نويز در تصاوير 

  اهداف ویژه:

 تصوير در دامنه هاي مکانی و فرکانسی. ۱

 معرفی تکنيک هاي اوليه به سازي و باز سازي تصاوير. 2

 . معرفی تکنيک هاي پالايش، فشرده سازي، تفکيک، تشخيص لبه، تصحيح سايه و ...3

 ها: سرفصل(پ
پردازش تصوير همراه با معرفی اجزاء يک هاي پردازش تصوير، پارامترها و مراحل اساسی در تعريف و ويژگی (۱

 سيستم پردازش تصوير رقمی )ديجيتال( 

بر رياضی و آمار،  هاي تصوير مبتنی مبانی رياضی در پردازش تصوير در دامنه مکانی و طيفی و پردازش (2

 هاي مورفولوژيکیهيستوگرام و تابع چگالی تصوير، فيلترهاي خطی و غيرخطی، و پردازش

 و کوانتيزاسيون تصوير رقمی شامل چگالی نمونه برداري در پردازش و تجزيه و تحليل تصوير  نمونه برداري (3

،  نويز آمپلی فاير و نويز On-chip Electronic ،KTCنويز و  انواع آن شامل نويز فوتونيک، گرمايی،  (4

 کوانتيزاسيون.

نور، طيف  انسی، رنگ،طول موج، حساسيت فرک موضوعات ادراکی در پردازش تصوير شامل روشنائی، (5

 (CIEالکترومغناطيس، و مختصات استاندارد کروماتيک تصوير )

 پالايش و بازگردانی تصوير، پالايش معکوس و وينر، پالايش در دامنه فرکانس (6

مفاهيم تحليلی تصوير؛ استخراج ويژگی هاي مکانی، ويژگی هاي تبديل، پالايش و ويژگی هاي مورفولوژيکی،  (7

 بخش بندي تصوير، دسته بندي تصوير، ويژگی هاي شکل، 

 تصویرپردازی رقمی عنوان درس به فارسی:: الف

 Digital Image عنوان درس به انگلیسی:

Processing 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی   تخصصی الزامی ندارد نیاز:همدروس 

 3 عداد واحد:ت
 

 عملی -نظری  تخصصی اختیاری

  نامه رساله / پایانپروژه/ 

   اشتغال پذیری-مهارتی 48 تعداد ساعت:

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (مشخص شود تخصصی اختیاری

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  :نیاز است؟نوع آموزش تکمیلی اگر واحد عملی دارد، چه 

.............. 
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، بازسازي تصوير، تصحيح (Enhencement)هاي پايه در پردازش تصوير شامل به سازي معرفی تکنيک (8

 ي تصوير.(، و روشهاي فشرده سازSegmentationسايه، تقسيم بندي )

 

آموزش برنامه اي و بوسيله رايانه و تدريس مساله محور،   :متناسب با محتوا و هدف یریادگی – یاددهی روشت(  

 گروهی و  مبتنی بر تعامل )پرسش و پاسخ( .

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 30 سال هاي کلاسی تکاليف و پروژه در طول نيمفعاليت

 درصد  30     سالآزمون پايان نيم

 درصد 40     آزمون پايانی

 برای ارائه:   ازیموردنج( ملزومات، تجهیزات و امکانات 

 ويديو پروژکتور جهت تدريس و رايانه چهت انجام فعاليت هاي کلاسی

 چ( منابع علمی پیشنهادی: 
1. Ashwin Pajankar; Python 3 Image Processing, BPB publication, 2019. 

2. John C. Russ, The Image Processing Cookbook, 2nd ed., Create Space Independent Publishing 

Platform, 2011. 

3. R. C. Gonzalez,  R. E. Woods,  Digital Image Processing, 4th  ed., Prentice Hall, 2017. 

4. Wilhelm Burger, M. J. Burge; Digital Image Processing: An Algorithmic Introduction Using Java, 

2nd ed., Springer; 2016. 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 بستگی به نوع معلوليت؛ امکانات رايانه اي، گفتاري و شنيداري مخصوص آنان فراهم شود.

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 امکان ارائه مجازي و آموزش تمام الکترونيکی وجود دارد.  ارزشيابی و امتحانات بصورت حضوري انجام شود.

 

 

 

 

 

 
 

http://www.ph.tn.tudelft.nl/Courses/FIP/noframes/fip-Segmenta.html
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 هدف کلی:(ب

 در ايکه رشد فزاينده ن اين درس، ايجاد درک صحيح در ارتباط با مبحث اختفاي اطلاعات و نکات امنيتی مطرح در آ در

 اي دارند، مورد بررسی قرار خواهند گرفت. هاي چندرسانهمحيط

  اهداف ویژه:

 و کاربرهاي مختلف آنها هاي مختلف و مهم نشانه گذاري و نهان نگاريتکنيکمعرفی  . ۱

 .  معرفی تکنيک ها و کاربردهاي نهان کاوي2

 ها: سرفصلپ(

 هاي ارزيابیها و شاخصمقدمات: تاريخچه، پنهان سازي اطلاعات، نشانه گذاري، نهان نگاري، نهان کاوي، کاربرد (۱

 ش نياز درس: آمار و احتمال، جبرخطی، امنيتمروري کوتاه بر روي مباحث پي (2

 هاي نشانه گذاري، تحليل خطا، امنيت نشانه گذارينشانه گذاري: مدلسازي سيستم (3

 مقاوم، تاييد محتوا هاي نشانه گذاريهاي ادراکی، تکنيکها: نشانه گذاري با اطلاعات جانبی، استفاده از مدلانواع روش (4

 هاي نشانه گذاري اخيرمعرفی روش (5

 نهان نگاري: اصول نهان نگاري و امنيت (6

 هاي حوزه تبديل، طيف گسترده، نهان نگاري آماريهاي جانشينی، تکنيکهاي نهان نگاري: سيستمانواع روش (7

 هاي نهان نگاري اخيرمعرفی روش (8

 نهان کاوي: مفاهيم اوليه و انواع حملات (9

 اوي در حوزه تبديل، نهان کاوي حين کدگذاريهاي نهان کاوي: نهان کاوي در حوزه مکان؛ نهان کانواع روش (۱0

 هاي نهان کاوي اخيرترين روشمعرفی مهم (۱۱

 

آموزش برنامه اي و بوسيله رايانه و تدريس مساله محور،   :متناسب با محتوا و هدف یریادگی – یاددهی روشت(  

 گروهی و  مبتنی بر تعامل )پرسش و پاسخ( .

 سازی اطلاعات پنهان  عنوان درس به فارسی:الف: 

 نوع درس و واحد Information Hiding عنوان درس به انگلیسی:

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی   تخصصی الزامی ندارد نیاز:همدروس 

 3 عداد واحد:ت
 حل تمرین:

 عملی -نظری  تخصصی اختیاری

  نامه له / پایانرساپروژه/ 

   اشتغال پذیری-مهارتی 48 تعداد ساعت:

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (مشخص شود تخصصی اختیاری

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  ی سفر علم :نیاز است؟نوع آموزش تکمیلی اگر واحد عملی دارد، چه 

.............. 
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 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 30 سال هاي کلاسی تکاليف و پروژه در طول نيمفعاليت

 درصد  30     سالآزمون پايان نيم

 درصد 40     آزمون پايانی

 برای ارائه:   ازیموردنج( ملزومات، تجهیزات و امکانات 

 ويديو پروژکتور جهت تدريس و رايانه چهت انجام فعاليت هاي کلاسی

 چ( منابع علمی پیشنهادی: 
 

1. Frank Y. Shih, Digital Watermarking and Steganography: Fundamentals and Techniques, 2nd 

Ed.,  CRC Press, 2017 

2. H. T. Sencar, M. Ramkumar, and A. N. Akansu, Data Hiding Fundamentals and Applications 

Content Security in Digital Media, Elsevier Academic Press, 2004. 

3. I.J. Cox, M.L. Miller, J.A. Bloom, J. Fridrich and T. Kalker, Digital Watermarking and 

Steganography, 2nd Ed., Elsevier, Morgan Kaufmann Publishers, 2008. 

4. Stefan Katzenbeisser, and F.A. P. Petitcolas, Information Hiding Techniques for Steganography 

and Digital Watermarking, Artech House, 2000. 

 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 بستگی به نوع معلوليت؛ امکانات رايانه اي، گفتاري و شنيداري مخصوص آنان فراهم شود.

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 يابی و امتحانات بصورت حضوري انجام شود.امکان ارائه مجازي و آموزش تمام الکترونيکی وجود دارد.  ارزش
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 هدف کلی:(ب

هاي مبتنی بر پردازش هاي ايجاد توانايی فهم زبان طبيعی در محيط کامپيوتر است. برخی از سيستمروش تبيينهدف اين درس 

ها. سازي متن و چت باتهاي تحليل احساس، پرسش و پاسخ، استخراج اطلاعات، ترجمه ماشينی، خلاصهزبان عبارتند از: سيستم

هاي مختلف پردازش زبان طبيعی است که بيشتر بر مبناي هايی آشنايی با روشگام اصلی و مهم در راستاي طراحی چنين سيستم

سازي هاي کاربردي مختلف و پيادهن منظور دانشجويان با انجام پروژهبراي اي کنند. هاي آماري و يادگيري عميق عمل میالگوريتم

 دهند.هاي آماري و يادگيري ماشين و يادگيري عميق، دانش و مهارت خود در اين حوزه را افزايش میعملی الگوريتم

  اهداف ویژه:
 هاي اساسی پردازش زبان طبيعیدرک اصول و تکنيک. ۱

(، POSزنی اجزاي کلام )مانند پيش پردازش متن، برچسبپردازش زبان طبيعی يف رايج سازي و ارزيابی وظاپياده. 2

 هاي نامدار و تحليل احساساتشناسايی موجوديت

 هاي عصبی عميقهاي يادگيري ماشين براي وظايف مختلف پردازش زبان طبيعی با بکارگيري شبکه. توسعه و آموزش مدل3

 ن طبيعی در حل مسائل واقعی. بکارگيري رويکردهاي پردازش زبا4

 ها: پ( سرفصل

 آشنايی با مفاهيم اوليه پردازش زبان طبيعی  -۱

 پيش پردازش متن -2

 مروري بر مفاهيم يادگيري ماشين با تمرکز بر کاربردهاي پردازش زبان طبيعی -3

 دارهاي نامپرچسب زنی اجزاي کلام و تشخيص موجوديت -4

 بازنمايی متن و کلمات -5

 بندي مستندات متنیستهد -6

 بندي مستندات متنیخوشه -7

 تجزيه نحوي زبان -8

 تحليل معنايی -9

 الف: عنوان درس به فارسی: پردازش زبان طبیعی

 Natural Language عنوان درس به انگلیسی:

Processing 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی  تخصصی الزامی  ندارد نیاز:همدروس 

 3 تعداد واحد:
 تمرین:حل 

 عملی -نظری تخصصی اختیاری 

  نامه پروژه/ رساله / پایان

  اشتغال پذیری -مهارتی 48 تعداد ساعت:

برای دروس  صرفاً)ی درستیمأموروضعیت آمایشی/

 تخصصی اختیاری مشخص شود(

 تیمأمورمرتبط با آمایش/

 موسسه نیست 

آمایش /تیمأمورمرتبط با 

 موسسه است 

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  عملی دارد، چه نوع آموزش تکمیلی نیاز است؟:اگر واحد 

.............. 
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 مدلسازي زبان و توليد متن -۱0

 سيستم هاي کاربردي مبتنی بر پردازش زبان -۱۱

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 هاي دانشجويیملی، ارائهارائه سرفصل توسط استاد در کلاس، انجام تکاليف تئوري و ع

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 45  سال هاي کلاسی در طول نيمفعاليت

 درصد 20    سالآزمون پايان نيم

 درصد 35    آزمون پايانی

 برای ارائه:   ازیموردنج( ملزومات، تجهیزات و امکانات 

 تخته سفيد و ماژيک، ويديو پروژکتور

 ادی: چ( منابع علمی پیشنه
1. Christopher D. Manning, Hinrich Schütze, "Foundations of Statistical Natural Language 

Processing", MIT Press, 1999. 

2. Daniel Jurafsky, James H. Martin, "Speech and Language Processing", Pearson, 2021 (3rd 

Edition). 

3. Palash Goyal, Sumit Pandey, Karan Jain, "Deep Learning for Natural Language Processing", 

Apress, 2018. 

4. Steven Bird, Ewan Klein, Edward Loper, "Natural Language Processing with Python: Analyzing 

Text with the Natural Language Toolkit", O'Reilly Media, 2009. 

5. Yoav Goldberg, "Neural Network Methods for Natural Language Processing", Morgan & 

Claypool Publishers, 2017 

 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یملاحظات عموم

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 هدف کلی: (ب

مباحث نظري و عملی در زمينه زبانشناسی و پردازش سيگنال گفتار است. همچنين کاربردهاي مختلفی  تبيينهدف اين درس 

 . سازي گفتار اشاره خواهند شداز جمله بازشناسی گفتار، بازشناسی گوينده، تبديل متن به گفتار، بهسازي گفتار و فشرده

  اهداف ویژه:

 هاي گفتاريبررسی رويکردهاي مختلف استخراج ويژگی از سيگنال -۱

  هاي کاربردي مختلف پردازش گفتارروز در حوزههاي يادگيري عميق بههاي شبکه عميق و الگوريتمبه کارگيري معماري -2

 ها: پ( سرفصل
 يم اوليه(مقدمه و معرفی پردازش گفتار )تاريخچه، کاربرها و مفاه - -۱

 مفاهيم زبانشناسی )آواشناسی/ واج شناسی، طيف نگار گفتار و نحوه خواندن آن( -2

 بررسی سيستم توليد و درک گفتار در انسان  -3

 سازي و پيش پردازش گفتار رقمی -4

 هاي زمانی و فرکانسی از سيگنال گفتاراستخراج ويژگی -5

 نت و تخمين فرکانس گامهاي فرمهاي تخمين طيف، تخمين فرکانسروش -6

 (SAD & VADتشخيص فعاليت صوتی و گفتاري ) -7

 و يادگيري عميق( HMMبازشناسی گفتار )رويکردهاي مبتنی بر  -8

 و يادگيري عميق( I-vectorبازشناسی گوينده )رويکردهاي مبتنی بر  -9

 ار، فشرده سازي گفتار(مروري بر کاربردهاي ديگر پردازش گفتار )سنتز گفتار، بهسازي کيفيت گفت -۱0

 هاهاي زبانی بزرگ صوتی و نحوه کارکرد آنانواع مدل -۱۱

 

 

 رپردازی رقمیالف: عنوان درس به فارسی: گفتا

 Digital Speech عنوان درس به انگلیسی:

Processing 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی  تخصصی الزامی  ندارد نیاز:همدروس 

 3 تعداد واحد:
 حل تمرین:

 عملی -نظری تخصصی اختیاری 

  نامه پروژه/ رساله / پایان

  اشتغال پذیری -مهارتی 48 تعداد ساعت:

برای دروس  صرفاً)ی درستیمأموروضعیت آمایشی/

 تخصصی اختیاری مشخص شود(

 تیمأمورمرتبط با آمایش/

 موسسه نیست 

آمایش /تیمأمورمرتبط با 

 موسسه است 

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  اگر واحد عملی دارد، چه نوع آموزش تکمیلی نیاز است؟:

.............. 
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 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 هاي دانشجويیارائه سرفصل توسط استاد در کلاس، انجام تکاليف تئوري و عملی، ارائه

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 45  سال نيمهاي کلاسی در طول فعاليت

 درصد 20    سالآزمون پايان نيم

 درصد 35    آزمون پايانی

 برای ارائه:   ازیموردنج( ملزومات، تجهیزات و امکانات 

 تخته سفيد و ماژيک، ويديو پروژکتور

 چ( منابع علمی پیشنهادی: 

1. D. Yu and L. Deng, Automatic Speech Recognition: A Deep Learning Approach, Springer, 

2015. 

2. J R. Deller, J H. L. Hansen, and J G. Proakis, Discrete-Time Processing of Speech 

signals, IEEE Press, 2000. 

3. Kamath, U.; Liu, J. & Whitaker, J., Deep Learning for NLP and Speech Recognition 

1st Edition, Springer, 2019. 

4. T. F. Quatieri, Speech Signal Processing, Prentice-Hall, 2002.  

5. L R. Rabiner, Ronald R. Schafer, Theory and Applications of Digital Signal Processing, 

Pearson, 2011. 

6. X. Huang, A. Acero, and H. W. Hon, Spoken Language Processing: A Guide to Theory, 

Algorithm, and System Development, Prentice-Hall, 2000. 

 .۱39۱محمدمهدي همايونپور، پژوهشنامه تبديل متن به گفتار، شوراي عالی اطلاع رسانی،  .7

 .۱390حسن صامتی، پژوهشنامه بازشناسی خودکار گفتار، شوراي عالی اطلاع رسانی،  .8

 

 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یملاحظات عموم

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 هدف کلی: (ب

 يهاو مدل هاتمياطلاعات، درک الگور یابيباز يهاستميو ساختار س هيپا ميدر شناخت مفاه انيدانشجو يیتوانا يقاارت -

و  کيکلاس يهاروش يريکارگو به ها،ستميعملکرد س یابيارز ،یابيباز جيپرسمان و نتا يهاداده ليجستجو، تحل

 .است وب طيدر مح يحل مسائل کاربرد يبرا محوريريادگي

  اهداف ویژه:

  شرفتهيپ يجستجو، مدلها ياطلاعات، موتورها یابيباز هيپا ميمفاه تحليل   .۱

 ها: پ( سرفصل
 اطلاعات یابيبر باز يمقدمه ا -۱

 جستجو يموتورها یطراح يها چالشو  جستجو يموتورها ساختار -2

 پرسمان جستجو شنهاديپو  پرسمان جستجو يداده ها ليتحل -3

 ) مدلهاي بولی، فضاي برداري، احتمالاتی( اطلاعات یابيباز هيپا يشهابر رو يمرور -4

 ی(بيترت یابيارز/بيبدون ترت یابيارز)اطلاعات یابيدر باز یابيارز يها روش -5

 یبر شبکه عصب یاطلاعات مبتن یابيباز يبرا يريادگي مدلی، بر مدل زبان یاطلاعات مبتن یابيباز -6

 گر هيتوص يها ستميسی و واژگان حل مشکل عدم تطابق يروشها -7

 اطلاعات  یابيبر باز یمبتن يکاربرد يها ستميبر س يمرور -8

 

 

 وب در اطلاعات بازیابی و جستجو الف: عنوان درس به فارسی:

 Web Search and عنوان درس به انگلیسی:

Information Retrieval 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی  تخصصی الزامی  ندارد نیاز:همدروس 

 3 تعداد واحد:
 

 عملی -نظری تخصصی اختیاری 

  نامه پروژه/ رساله /پایان

  اشتغال پذیری -مهارتی 48 تعداد ساعت:

برای دروس  صرفاً)سی درتیمأموروضعیت آمایشی/

 تخصصی اختیاری مشخص شود(

 تیمأمورمرتبط با آمایش/

 موسسه نیست 

آمایش /تیمأمورمرتبط با 

 موسسه است 

 موارد دیگر: .............. کارگاه  سمینار  آزمایشگاه  سفر علمی  اگر واحد عملی دارد، چه نوع آموزش تکمیلی نیاز است؟:
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 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 یسلاک فيهمراه با تکال يیدانشجو هيمحور، ارا یسخنران سيتدرمشارکت دانشجويان در مباحث درسی، 

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 50 سال سال و آزمون پايان نيمهاي کلاسی در طول نيميتفعال

 درصد 50                          آزمون پايانی

 برای ارائه: ازیموردنج( ملزومات، تجهیزات و امکانات 

 کلاس درس، ويديو پروژکتور و تخته وايت بورد 

 چ( منابع علمی پیشنهادی: 
1. C. Manning, P. Raghavan, and H. Schutz, Introduction to Information Retrieval, Cambridge 

Universtiy Press, 2008. 

2. C. Zhai, Statistical Language Models for Information Retrieval, Morgan & Claypool Publishers, 

2008. 
3. C. Zhai and S. Massung, Text Data Management: A Practical Introduction to Information 

Retrieval and Text Mining, ACM and Morgan & Claypool Publishers, 2016. 

4. J. Gao, C. Xiong, P. Bennett, N. Craswell, Neural approaches to conversational information 

retrieval. Heidelberg: Springer, 2023. 
5. J. Jose, E. Yilmaz, J. Magalhães, P. Castells, N.  Ferro, MJ. Silva, F. Martins (eds) Advances in 

Information Retrieval. Springer, 2020 

6. R. Baeza-Yates and B. Ribeiro-Neto, Modern Information Retrieval: The Concepts and 

Technology behind Search, ACM Press, 2010. 
7. W. B. Croft, D. Metzler, and T. Strohman, Search Engines: Information Retrieval in Practice, 

Pearson, 2010. 

 

 ملاحظه خاصی وجود ندارد.: ژهیو یازهاین با افراد یبرا ملاحظات( ح

 بستگی به نوع معلوليت؛ امکانات رايانه اي، گفتاري و شنيداري مخصوص آنان فراهم شود.

 : برگزاری الکترونیکی درس یبرا ملاحظات( خ

 انجام شود. يت بصورت حضورو امتحانا یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:

که دانشجو بتواند با درک  ياگونهبه ،يو کاربرد یپژوهش يهابر موضوع ديبا تأک کيربات یاساس يهاتميالگور ليتحل

 یدر طراح تيکرده، و در نها سهيو مقا یابيرا ارز هاتميداده، الگور صيشخت یها را در مسائل واقعکاربرد آن ه،يپا ميمفاه

 نوآورانه مشارکت کند. یکيربات يهاستميبهبود س اي

  اهداف ویژه:

  یواقع طيمح کيربات در  کيحرکت  يلازم برا يها زميمکانآشنايی با    .۱

 ها: پ( سرفصل
 متحرک يرباتها یمعرف -۱

 ربات يیجابجا يانواع روشها -2

 طيربات در مح تيموقع فيتوص -3

 یکينماتيس يتهايمحدود -4

 : حلقه باز/ حلقه بسته(تيکنترل موقع) مانور ربات -5

)انکدر، جهت )قطب نما، ژايرسکوپ(، شتاب سنج، سرعت سنج، ليزر، سنار، بينايی، عدم  توسط سنسورها طيادراک مح -6

 ويژگی( قطعيت در اندازه گيري، انتشار خطا، استخراج

 (روش کالمن، روش مارکف ،یاحتمال يروشهامکان يابی ) -7

ساخت نقشه و مکان /  BUG تميالگور ،یسلول هينقشه راه، تجز ل،يتوابع پتانس يروشها /ريمس یطراح ميمفاهناوبري ) -8

 (SLAM)  همزمان یابي

 

 

 ربات های متحرک خودگردان الف: عنوان درس به فارسی:

 Autonomous Mobile عنوان درس به انگلیسی:

Robots 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی  تخصصی الزامی  ندارد نیاز:همدروس 

 3 تعداد واحد:
 

 عملی -رینظ تخصصی اختیاری 

  نامه پروژه/ رساله /پایان

  اشتغال پذیری -مهارتی 48 تعداد ساعت:

برای دروس  صرفاً)ی درستیمأموروضعیت آمایشی/

 تخصصی اختیاری مشخص شود(

 تیمأمورمرتبط با آمایش/

 موسسه نیست 

آمایش /تیمأمورمرتبط با 

 موسسه است 

 موارد دیگر: .............. کارگاه  سمینار  آزمایشگاه  سفر علمی  میلی نیاز است؟:اگر واحد عملی دارد، چه نوع آموزش تک
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 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 یسلاک فيهمراه با تکال يیدانشجو هيمحور، ارا یسخنران سيتدرر مباحث درسی، مشارکت دانشجويان د  

 ( روش ارزشیابی )پیشنهادی(: ث

 درصد 20  سال هاي کلاسی در طول نيمفعاليت

 درصد 30    سالآزمون پايان نيم

 درصد 50    آزمون پايانی

 برای ارائه:  ازیموردنج( ملزومات، تجهیزات و امکانات 

  درس، ويديو پروژکتور و تخته وايت بورد کلاس   

 چ( منابع علمی پیشنهادی: 

1. N. Correll, B. Hayes, D. Kotz, Introduction to Autonomous Robots: Mechanisms, Sensors, 

Actuators, and Algorithms. MIT Press, Cambridge, 2022. 

2. R. Siegwart and R. Illah, Introduction to Autonomous Mobile Robots, MIT Press, 2004. 

3. T. Bräunl, Embedded Robotics: From Mobile Robots to Autonomous Vehicles with Embedded 

Systems. Springer, Singapore, 2022 
 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 مخصوص آنان فراهم شود. بستگی به نوع معلوليت؛ امکانات رايانه اي، گفتاري و شنيداري   

 :برگزاری الکترونیکی درس یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:

هاي عميق مرز دانش در کاربردهاي مختلف از دو جهت معماري و رويکردهاي يادگيري شبکه تبيين و تحليلهدف اين درس 

 .است

  اهداف ویژه:

 تمرکز بر رويکردهاي يادگيري عميق با شرايط نظارتی مختلف -۱

 هايی با منابع محدودمهاي عصبی عميق براي سيستشبکه سازيفشردهتمرکز بر  -2

 هاي عصبی عميقپذيري شبکهپذيري و توضيحبررسی تعميم -3

 ها: پ( سرفصل
 (پذيري در يادگيري عميقسازي و تعميمبهينهمطالب مقدماتی ) -۱

 (Diffusionو  VAE ،GANهاي مولد )انواع شبکه هاي شبکه -2

 رمزگشا(-ارهاي مبدل )تنها رمزگذار، تنها رمزگشا و رمزگذشبکه -3

 (، يادگيري خودنظارتی چندماهيتیpretextهاي عميق )وظايف يادگيري خودنظارتی در شبکه -4

 يادگيري عميق چندماهيتی -5

 سازي، جستجوي معماري عصبی(هاي عصبی عميق )تقطير دانش، هرس کردن، چنديسازي شبکهفشرده -6

 پذيري خارج از دامنه(ول )تطبيق دامنه، تعميم دامنه، تعميمپذيري فراتر از معميادگيري عميق در ايجاد تعميم -7

 هاي عصبی عميقپذيري شبکهسازي و تفسيربصري -8

 هاي عصبی گرافیشبکه -9

 الف: عنوان درس به فارسی: مباحث پیشرفته در یادگیری عمیق

 Advanced Topics in عنوان درس به انگلیسی:

Deep Learning 
 نوع درس و واحد

های عصبی و یادگیری شبکه نیاز:دروس پیش

 عمیق

 نظری   پایه 

 عملی  تخصصی الزامی  ندارد نیاز:همدروس 

 3 تعداد واحد:
 حل تمرین:

 عملی -نظری تخصصی اختیاری 

  نامه پروژه/ رساله / پایان

  پذیری  اشتغال-مهارتی 48 تعداد ساعت:

برای دروس  صرفاً)ی درستیمأموروضعیت آمایشی/

 تخصصی اختیاری مشخص شود(

 تیمأمورمرتبط با آمایش/

 موسسه نیست 

آمایش /تیمأمورمرتبط با 

 موسسه است 

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  اگر واحد عملی دارد، چه نوع آموزش تکمیلی نیاز است؟:

.............. 
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 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 هاي دانشجويیارائه سرفصل توسط استاد در کلاس، انجام تکاليف تئوري و عملی، ارائه

 وش ارزشیابی )پیشنهادی(: ث( ر

 درصد 50  سال هاي کلاسی در طول نيمفعاليت

 درصد 20    سالآزمون پايان نيم

 درصد 30    آزمون پايانی

 

 برای ارائه:   ازیموردنج( ملزومات، تجهیزات و امکانات 

 تخته سفيد و ماژيک، ويديو پروژکتور

 چ( منابع علمی پیشنهادی: 
1. Aggarwal, C. C. (2018). Neural networks and deep learning. Springer, Berlin. 

2. Buduma, N. and Locascio N. (2017). Fundamentals of Deep Learning: Designing Next-

generation Machine Intelligence Algorithms. O'Reilly Media. 

3. Goodfellow, L., Bengio, Y. and Courville, A. (2015). Deep Learning. MIT press, Cambridge. 

4. Simon J.D. Prince. Understanding Deep Learning. MIT Press, 2023. 

 

 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یملاحظات عموم

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيالکترونو آموزش تمام  يامکان ارائه مجاز
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 هدف کلی:ب: 

 هاي حجيم زيستی است. هاي موجود براي تحليل دادهجويان با الگوريتمهدف از اين درس، آشنايی دانش

 اهداف ویژه:

 هاي دنا و رنا،يابیسازي کتابخانه، توالیمادهآ . ۱

 .سلولی استهاي تککنش دنا و پروتئين و روشليل برهم.  تح2

 ها: سرفصل :پ

 کتابخانه پيچيدگی محاسبه و ها تکنيک و کتابخانه سازيمادهآ (۱

 کردن. phase  اگزون؛ تمام نهسی هم بر ژنوم، تمام نهی هم بر ،DNA يابی توالی (2

  کردن، نرماليزه ،NAR يابی توالی (3

 ژن. تنظيمی هاي شبکه يافتن تفريقی، هاي ژن يافتن (4

  پروتئين، و RNA کنش برهم تحليل (5

 متغيرها يافتن ،Seq-ChIP Seq,-ATAC داده، کردن نرماليزه هاي روش (6

  سلولی، تک هاي داده کردن نرماليزه سلولی، تک هاي روش (7

  سلولی، تک يها داده کردن پر سلولی، تک هاي داده بندي دسته (8

 سلولی تک هاي داده از استنتاج (9

 

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 آموزش برنامه اي و بوسيله رايانه و تدريس مساله محور، گروهی و  مبتنی بر تعامل )پرسش و پاسخ( .

 

 

 تحلیل داده های زیستیالف: عنوان درس به فارسی: 

 Biological Data عنوان درس به انگلیسی:

Analysis 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 لی عم تخصصی الزامی  ندارد نیاز:همدروس 

 3 تعداد واحد:
 حل تمرین:

 عملی -نظری تخصصی اختیاری 

  نامه پروژه/ رساله / پایان

  اشتغال پذیری -مهارتی 48 تعداد ساعت:

برای دروس  صرفاً)ی درستیمأموروضعیت آمایشی/

 تخصصی اختیاری مشخص شود(

 تیمأمورمرتبط با آمایش/

 موسسه نیست 

 آمایش/تیمأمورمرتبط با 

 موسسه است 

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  اگر واحد عملی دارد، چه نوع آموزش تکمیلی نیاز است؟:

.............. 
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 وش ارزشیابی )پیشنهادی(: ث( ر

 درصد 30  سال هاي کلاسی تکاليف و پروژه در طول نيمفعاليت

 درصد  30      سالآزمون پايان نيم

 درصد 40      آزمون پايانی

 برای ارائه:   ازیموردنج( ملزومات، تجهیزات و امکانات 

 ويديو پروژکتور جهت تدريس و رايانه چهت انجام فعاليت هاي کلاسی

 

 چ( منابع علمی پیشنهادی: 

 
1. Michael Whitlook, D. Schluter, The Analysis of Biological Data, 3rd Ed., W. H. Freeman 

Publishing Co., 2020. 

2. Quinn, Gerry P., Experimental Design and Data Analysis for Biologists, 2nd Ed., Cambridge 

University Press, 2023. 

3. Ye, Shui Qing, Big data analysis for bioinformatics and biomedical discoveries. CRC Press, 2016. 

 

 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 بستگی به نوع معلوليت؛ امکانات رايانه اي، گفتاري و شنيداري مخصوص آنان فراهم شود.

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 شود. امکان ارائه مجازي و آموزش تمام الکترونيکی وجود دارد.  ارزشيابی و امتحانات بصورت حضوري انجام
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 هدف کلی:

شناسی ترين مباحث زيستکليديبرمروري و  هاي بيوانفورماتيکآشنايی دانشجويان با ضروريات تحليل داده هدف از اين درس

هاي ي پژوهشاي لازم را براي مطالعهايهرود دانشجويان پس از گذراندن اين درس، دانش پسلولی و مولکولی است. انتظار می

  کنند.  کسب هاي اين حوزهجديد و گذراندن ساير درس

 اهداف ویژه:

 اي بيوانفورماتيک، هاي پايهالگوريتممعرفی  ۱

 پزشکی، -هاي زيستداده هاي آماري و يادگيري ماشين مورد استفاده در تحليلروش 2

 و هاي بيوانفورماتيک، پايگاهدادهمعرفی  3

   Rيا    Python  نويسیها در محيط برنامهتحليل عملی داده 4

 ها: سرفصل
 شناسی و پزشکیهاي زيستکاربردهاي بيوانفورماتيک در پژوهشو  ضرورت يادگيري بيوانفورماتيک (۱

 ، و تکثير آن DNA ساختار، اجزاي سلولضروريات زيست شناسی سلولی و مولکولی؛  (2

 تمايز سلولی، هاتنظيم بيان ژن، ر پروتئين و ترجمهساختا، و رونويسی RNA ساختار (3

 Next Generation و Microarray هاي زيستی شاملهاي توليد دادهآوريفنآشنائی با داده هاي بيوانفورماتيک،  (4

Sequencing، 

 هاي مختلفپايگاههاي دادهادغام داده، پزشکیهاي زيستهاي مهم دادهپايگاه (5

 ، مقدار پی، هاي آماريآزمون، تحليل تفاوت بيان ژنآماري، مقدمه اي بر روش هاي  (6

 هاي زيستیکاهش ابعاد داده، هاي اصلاح مقدار پیروش (7

 بیوانفورماتیک الف: عنوان درس به فارسی:

 نوع درس و واحد Bioinformatics عنوان درس به انگلیسی:

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی  تخصصی الزامی  ندارد نیاز:همدروس 

 3 تعداد واحد:
 حل تمرین:

 عملی -نظری تخصصی اختیاری 

  نامه اله / پایانپروژه/ رس

  اشتغال پذیری -مهارتی 48 تعداد ساعت:

برای دروس  صرفاً)ی درستیمأموروضعیت آمایشی/

 تخصصی اختیاری مشخص شود(

 تیمأمورمرتبط با آمایش/

 موسسه نیست 

آمایش /تیمأمورمرتبط با 

 موسسه است 

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  می سفر عل اگر واحد عملی دارد، چه نوع آموزش تکمیلی نیاز است؟:

.............. 
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 در مرتبط هاي کتابخانه  ،R يا Python  نويسبرنامه  هاي زبان از يکی از استفاده با زيستی هايداده مقدماتی تحليل (8

 ها محيط اين

، GSEA تحليل، Pathway و GO تحليل، RNASeq هايتحليل داده، Microarray هاي بيان ژنیتحليل داده (9

 هامتاآناليز داده

  )Phylogenetic Trees(هاي تباردرخت، هاي زيستیرديفی توالیهم ،بيوانفورماتيک هايالگوريتم بر ايمقدمه (۱0

 (Motifs) هاپيداکردن موتيف، (Alignment) ها با ژنومتطابق خوانده، اسمبلی ژنوم  (۱۱

 تحليل تمايز، کاربرد معادلات ديفرانسيل ،سيستمی شناسیزيست هايتحليل (۱2

 هااتصال پروتئين، و پروتئين RNA هاي تاخوردگیآشنايی با مساله ،ساختاري هايداده تحليل (۱3

 

وهی و  آموزش برنامه اي و بوسيله رايانه و تدريس مساله محور، گر  :متناسب با محتوا و هدف یریادگی – یاددهی روش 

 مبتنی بر تعامل )پرسش و پاسخ( .

 روش ارزشیابی )پیشنهادی(: 

 درصد 30 سال هاي کلاسی تکاليف و پروژه در طول نيمفعاليت

 درصد  30     سالآزمون پايان نيم

 درصد 40     آزمون پايانی

 برای ارائه:   ازیموردنملزومات، تجهیزات و امکانات 

 ايانه چهت انجام فعاليت هاي کلاسیويديو پروژکتور جهت تدريس و ر

 منابع علمی پیشنهادی: 

 
1. Andreas D. Baxevanis, G. D. Bader, D. S. Wishart (Editors), Bioinformatics, 4th Ed., Wiley, 

2020. 

2. Ben Rizer, Introduction to Bioinformatics: Navigating the Intersection of Biology and 

Computational Science, Independently Published, 2024. 

3. Bruce Alberts et al. Essential Cell Biology. Garland Science, 2013. 

4. Ken Youens-Clark, Mastering Python for Bioinformatics: How to write Flexible, Documented, 

Tested Python Code for Research, O'Reilly Media, 2021. 

5. Neil C. Jones, Pavel A. Pevzner. An Introduction to Bioinformatics Algorithms. MIT Press, 2004. 

6. Robert I Colautti, R Crash Course for Biologists: An Introduction to R for Bioinformatics and 

Biostatistics, Independently Published, 2022. 

 

 :ژهیو یازهاین با افراد یبرا ملاحظات

 بستگی به نوع معلوليت؛ امکانات رايانه اي، گفتاري و شنيداري مخصوص آنان فراهم شود.

 برگزاری الکترونیکی درس: یبرا ملاحظات

 امکان ارائه مجازي و آموزش تمام الکترونيکی وجود دارد.  ارزشيابی و امتحانات بصورت حضوري انجام شود.
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 ب: هدف کلی:

پيشرفته مرتبط با  مفاهيم شود، ارائهدرس که معمولاً براي دانشجويان مقطع دکتري هوش مصنوعی ارائه می ايناصلی   هدف

 است.  آماري حوزه يادگيري ماشين و خصوصاً رويکرد يادگيري

  اهداف ویژه:

 عميق انتخابی بر اساس مقالات مرتبط سطح بالا و به روز ارائه مباحث پيشرفته و  -۱

 انجام پروژه تحقيقاتی پيشرفته داراي نوآوري در حوزه يادگيري ماشين آماري -2

 ها: پ( سرفصل
شبکه باور بيزي ، Hugin(: انواع، استنتاج، درخت اتصال، الگوريتم MRF) حوزه تصادفی مارکفهاي گرافی احتمالاتی )مدل -۱

(BBN استنتاج، الگوريتم حذف متغير، يادگيري، الگوريتم :)EM  برايBBN ها) 

 روشهاي تقريب با بهينه سازي )بهينه سازي انرژي آزاد هلمهلتز، تقريب کيکوشی و بث، تقريب حوزه ميانگين، انتشار باور( -2

(، MDSقياس سازي چندبعدي )(، مSVD(، تجزيه مقدار منفرد )PCAکاهش بعد خطی و غيرخطی )تحليل مؤلفه اصلی ) -3

 (Laplacian Eigenmap، روش Kernel PCA، روش Isomapيادگيري خمينه: روش 

تغييراتی  EM(، الگوريتم CVQمدلهاي متغير پنهان و تقريبهاي تغييراتی )مدل گسسته ساز برداري همکاري کننده ) -4

(Variational EM( مدل گسسته ساز برداري همکاري کننده بيزي ،)BCVQ( الگوريتم بيز تغييراتی ،)VB-EM )) 

 (، رويکرد برش گراف( rw, LsymLخوشه بندي طيفی )انواع ماتريس هاي لاپلاسی گراف نرمال نشده و نرمال شده ) -5

 هاي هسته، مروري بر رهيافت هاي بهينه سازي در يادگيري ماشينروش -6

 یادگیری ماشین آماری عنوان درس به فارسی:الف: 

 Statistical Machine عنوان درس به انگلیسی:

Learning 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی   تخصصی الزامی ندارد نیاز:همدروس 

 3 عداد واحد:ت
 حل تمرین:

 عملی -نظری  تخصصی اختیاری

  نامه رساله / پایانپروژه/ 

   اشتغال پذیری-مهارتی 48 عداد ساعت:ت

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (مشخص شود تخصصی اختیاری

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  ر سمینا آزمایشگاه  سفر علمی  :نیاز است؟نوع آموزش تکمیلی اگر واحد عملی دارد، چه 

.............. 
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 ( GDL)( و يادگيري عميق هندسی GNNشبکه هاي عصبی گرافی ) -7

 ( Meta Learning(، فرايادگيري )MTL(، يادگيري چند وظيفه اي )ZSLيادگيري بدون نمونه ) -8

   مباحث انتخابی و ارائه شونده توسط دانشجويان -9

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 يان، پروژه پژوهشی پيشرفته دانشجويیارائه مطالب سرفصل توسط استاد، ارائه مقالات مرتبط و به روز توسط دانشجو

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 30    هاي کلاسی  ارائه و فعاليت

 درصد 30    پروژه پژوهشی پيشرفته 

 درصد 40    آزمون پايانی

 برای ارائه:   ازیموردنج( ملزومات، تجهیزات و امکانات 

 تخته سفيد و ماژيک، ويديو پروژکتور

  لمی پیشنهادی:چ( منابع ع
1. Christopher M. Bishop, Pattern Recognition and Machine Learning, Springer, 2006. 

2. Simon J.D. Prince. Understanding Deep Learning. MIT Press, 2023. 

3. T. Hastie, R. Tibshirani, and J. Friedman, The Elements of Statistical Learning: Data Mining, 

Inference, and Prediction, Second Edition, Springer, 2009. 

 افراد نيا يبرا یملاحظات عموم :ژهیو یازهاین با افراد یبرا ملاحظات( ح

  برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يحضورو امتحانات بصورت  یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:

قطعيت در مسائل دنياي واقعی به صورت احتمالی در يک سامانه هوشمند سازي عدمهدف از اين درس آشنايی دانشجويان با مدل

هاي مسأله از جمله ش غيرقطعی، نحوه کار با آن و همچنين نحوه يادگيري آن از روي دادههاي مختلف نمايش اين داناست. روش

 هاي اصلی اين درس خواهد بود.بخش

  اهداف ویژه:

 هاي گرافی احتمالاتیآشنايی با نحوه نمايش، استنتاج و يادگيري مدل -۱

 يادگيري ماشين احتمالاتی -2

 هاي يادگيراي جديد در سامانهديدگاه احتمالاتی در توسعه رويکرده -3

 ها: پ( سرفصل
 گراف( هياحتمالات، نظر هي)نظر یبر مباحث مقدمات يمرور (۱

 يزيب يبنددسته ،يفاکتوربند هي(، نظرd-separationدار )جهت يیجدا اريمع ،يزيب يهادار: شبکهجهت يساختارها (2

(، ارتباط Hammersley-Clifford) فورديکل یزلهمر هينظر بز،يگ عيمارکوف، توز يهاجهت: شبکهبدون يساختارها (3

 يزيمارکوف و ب يهاشبکه

 يارهيزنج يهاگراف ،یشرط يزيماکوف، شبکه ب یشرط داني: میبيترک يساختارها (4

آن،  یو نوع شرط یخط یگاوس يهامدل ،یعل رياستقلال وابسته به بستر، استقلال تأث ،ی: استقلال قطعیمحل يساختارها (5

 رهيچندمتغ یگاوس عيتوز ق،يباور عم يهاشبکه ،خطی – تميلگار يهامدل ،يیمان يهامدل ريسا

 انتشار باور ر،ي: حذف متغیقطع استنتاج (6

 مارکوف يهارهيمونت کارلو، زنج نيتخم ،يسازنهيبه کرديرو ،یتصادف کرديرو ،یراتييتغ کردي: رویبيتقر استنتناج (7

 یتاحتمالا یگراف یهامدل   عنوان درس به فارسی:الف: 

 Probabilistic Graphical عنوان درس به انگلیسی:

Models 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی   تخصصی الزامی ندارد نیاز:همدروس 

 3 عداد واحد:ت
 حل تمرین:

 عملی -نظری  صی اختیاریتخص

  نامه رساله / پایانپروژه/ 

   اشتغال پذیری-مهارتی 48 تعداد ساعت:

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (مشخص شود تخصصی اختیاری

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  :نیاز است؟نوع آموزش تکمیلی چه  اگر واحد عملی دارد،

.............. 
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 ياصفحه يهاهده، مدلمشا –حالت  يهامدل ،یزمان يها: مدليیالگو يهامدل (8

 مختلف رمسائليو ز کردهايرو بلر،لي –فاصله کولبک  ،يريادگيها: اهداف مختلف داده يمدل از رو يريادگي (9

 نيتخم ،يزيب نيمزدوج، تخم يهاعيتوز ن،ياحتمال پس نيشتريشباهت، ب نيشتريب نيپارامترها: تخم يريادگي (۱0

 (EMسازي شباهت )، روش بيشينهمارکوف شبکه يپارمترها يسازنهيبه ،يرپارامتريغ

 يهاشيآزما ود،يبر ق یمبتن يکردهايرو ،یازدهيامت یاحتمال يارهايمع ،یازدهيجستجو و امت يکردهايساختار: رو يريادگي (۱۱

 سازي شباهت ساختاريي، بيشينهآمار

 سازي بيزيهاي عصبی بيزي، ماشين بولتزمان، بهينهشبکه (۱2

 هاي زبانیهاي پخشی، فرآيندهاي عصبی، مدلار تغييراتی، مدلهاي مولد: شبکه خودکدگذمدل (۱3

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 پژوهش پايانیهاي دانشجويی و ارائه سرفصل توسط استاد در کلاس، ارائه

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 30  سالهاي کلاسی در طول نيمفعاليت

 درصد 40     آزمون پايانی

 درصد 30    پژوهش پايانی

 برای ارائه:  ازیموردنج( ملزومات، تجهیزات و امکانات 

 هاي هوش مصنوعی افزار پردازش براي آموزش نحوه يادگيري مدلکلاس مجهز به پروژکتور، سخت

 

 چ( منابع علمی پیشنهادی: 
1. K.P. Murphy, Probabilistic Machine Learning: An Introduction, MIT Press, 2022. 

2. K.P. Murphy, Probabilistic Machine Learning: Advanced Topics, MIT Press, 2023. 

3. D. Koller & N. Friedman, Probabilistic Graphical Models: Principles and Techniques, MIT Press, 

2009. 

4. L.E. Sucar, Probabilistic Graphical Models: Principles and Applications, Springer, 2015 

5. C. Bielza & P. Larrañaga, Data-Driven Computational Neuroscience: Machine Learning and 

Statistical Models, Cambridge University Press, 2020. 

6. R. Neapolitan, Learning Bayesian Networks, Prentice Hall, 2004. 

 

 :ژهیو یازهاین با دافرا یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یملاحظات عموم

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:

 . هدفستنديها قابل استفاده نداده يو دستکار ليتحل یسنت يهاروش شوند،یم ديکه با حجم و سرعت بالا تول يیاهداده يبرا

و استخراج دانش  يدستکار ل،يتحل نهيدر زم رياخ ياست که در سالها ياهشرفتيپ يهاتميو الگور هايتئور یدرس معرف نيا یاصل

مشابه، کاهش و  يهاداده افتنها، يبازنمايی دادهمانند  یليدرس مسا نيراستا، در ا نياند. در ااز داده ها ارائه شده ینبوهاز حجم ا

بزرگ مورد  يهادادههاي يادگيري ماشين و عميق براي بکارگيري الگوريتمها، داده انيبزرگ، جر يهاداده يبرا یژگياستخراج و

 .رنديگیقرار م یبررس

  داف ویژه:اه

 هاآشنايی با نحوه ذخيره و توزيع کلان داده -۱

 هاي يادگيري ماشين و عميق توزيع شدهالگوريتم -2

 هاي کلان چندماهيتی، جريانی و ساختاريافتهنحليل داده -3

 ها: پ( سرفصل
 (هاکلان دادهابی و بازي يسازرهيذخ يهاروش، مروري بر هاکلان داده يهایژگيو) هابر کلان داده يامقدمه (۱

 (نگاشت کاهش يهاتميالگور، شده عيتوز ستميس ليفا) کاهش نگاشترويکرد  (2

 Sparkاي بر مقدمه (3

 (sketching) ياجمالساز (4

 اطلاعات يبر تئور يامقدمه (5

 هابازنمايی داده (6

 هاتحلیل کلان داده   عنوان درس به فارسی:الف: 

 نوع درس و واحد Big Data Analytics وان درس به انگلیسی:عن

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی   تخصصی الزامی ندارد نیاز:همدروس 

 3 عداد واحد:ت
 حل تمرین:

 عملی -نظری  تخصصی اختیاری

  نامه رساله / پایانپروژه/ 

   اشتغال پذیری-مهارتی 48 تعداد ساعت:

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (مشخص شود تخصصی اختیاری

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  :نیاز است؟نوع آموزش تکمیلی اگر واحد عملی دارد، چه 

.............. 
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 يسازدرهم ليتحل، د بالامشابه با ابعا يکردن دادهها دايپ، فاصله يارهايمع یمعرف) مشابه در ابعاد بالا يهاداده افتني (7

 حساس به موضوع(

 (federatedها، يادگيري ماشين توزيع شده، موازي سازي، يادگيري هاي توزيع دادههاي داده )روشسيستم (8

 هاداده انيپردازش جر يتمهايالگور (9

 هاي کاوش در گراف ها و درخت هاروش (۱0

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 هاي دانشجويیارائهپژوهش پايانی و فصل توسط استاد در کلاس، انجام تکاليف عملی، ارائه سر

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 40  سال هاي کلاسی در طول نيمفعاليت

 درصد 25    سالآزمون پايان نيم

 درصد 35    آزمون پايانی

 برای ارائه:  ازیموردنج( ملزومات، تجهیزات و امکانات 

 لاس مجهز به پروژکتور، سخت افزار مجهز براي انجام پروژه هاي کلاسیک

 

 چ( منابع علمی پیشنهادی: 
1. J. Leskovec, A. Rajaraman, J. D. Ullman, Mining of Massive Datasets, 3rd Ed., Cambridge 

University Press, 2020. 

2. Kleppmann, Martin. Designing data-intensive applications: The big ideas behind reliable, scalable, 

and maintainable systems. "O'Reilly Media, Inc.", 2017 

3. 3. Guanhua Wang. Distributed Machine Learning with Python: Accelerating Model Training and 

Serving with Distributed Systems. 2022. 

 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یملاحظات عموم

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:

 درس تمرکز بر مبانی نظري و رياضيات يادگيري ماشين و سپس نحوه کاربردي کردن آنها در عمل است.  ايناصلی  هدف

  اهداف ویژه:

 تفهيم مباحث زيربنايی نظري بر اساس منابع مرتبط پايه و به روز  -۱

 گيري ماشين و به کارگيري در مسايل کاربردي انجام پروژه تحقيقاتی داراي نوآوري نظري در حوزه ياد -2

 ها: پ( سرفصل
 (VC dimensionچرووننکيس )-، بعد وپنيکتجربی خطاي سازي کمينه  -۱

 (Boostingواريانس، تقويت )-باياس مصالحه(، PACتقريبا احتمالاً درست ) يادگيري  -2

 يادگيري اجراي مانز ،يکنواخت غير يادگيري، يکنواخت همگرايی طريق از يادگيري  -3

 اعتبارسنجی ،مدل انتخاب، خطی بينی پيش -4

  پايداري(، Regularization) سازي منظم، محدب ادگيريي -5

 برخط يادگيري(، Stochastic Approximation، تقريب تصادفی )رادياننزول در راستاي گ -6

 ر و نامعتبر، مهندسی هستههاي معتب(، هستهRKHS، فضاي هيلبرت بازنمايی هسته )هسته روشهاي -7

 بندي خوشه (،Ranking) بندي رتبه(، Multi-Class) ايچنددستهدسته بندي  -8

 ويژگی توليد، ويژگی ، يادگيريويژگی ، استخراجويژگی انتخاب(، manifoldو يادگيري خمينه ) ابعاد کاهش  -9

 (generativeي )ديولت هايمدل -۱0

 نظریه یادگیری ماشین عنوان درس به فارسی:الف: 

 Machine Learning ان درس به انگلیسی:عنو

Theory 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی   تخصصی الزامی ندارد نیاز:همدروس 

 3 عداد واحد:ت
 حل تمرین:

 عملی -نظری  تخصصی اختیاری

  نامه رساله / پایانپروژه/ 

   ذیریاشتغال پ-مهارتی 48 تعداد ساعت:

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (مشخص شود تخصصی اختیاری

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  :نیاز است؟نوع آموزش تکمیلی اگر واحد عملی دارد، چه 

.............. 
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   ه توسط دانشجويانمباحث انتخابی و ارائه شوند -۱۱

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 ارائه مطالب سرفصل توسط استاد، ارائه مباحث مرتبط و جديد توسط دانشجويان، پروژه پژوهشی دانشجويی

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 20    هاي کلاسی  ارائه و فعاليت

 درصد 35     پروژه پژوهشی

 درصد 45    پايانی آزمون

 برای ارائه:   ازیموردنج( ملزومات، تجهیزات و امکانات 

 تخته سفيد و ماژيک، ويديو پروژکتور

 چ( منابع علمی پیشنهادی: 
1. S. Ben-David and S. Shalev-Shwartz, Understanding Machine Learning: From Theory to Algorithms, 

Cambridge University Press, 2014. 

2. Christopher M. Bishop, Pattern Recognition and Machine Learning, Springer, 2006. 

3. T. Hastie, R. Tibshirani, and J. Friedman, The Elements of Statistical Learning: Data Mining, 

Inference, and Prediction, Second Edition, Springer, 2009. 

4. A. Rostamizadeh, A. Talwalkar, and M. Mohri, Foundations of Machine Learning, MIT Press, 2012. 

 

 افراد نيا يبرا یملاحظات عموم :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:

 آن است يو کاربردها ها،تميالگور ي،سازنهيبه ميبا مفاه انيدانشجو يیدرس، آشنا نيهدف از ا

 : هاپ( سرفصل

 سازي و انواع آنمسائل بهينه (۱

 (محدب توابع، نيآف و محدب يهامجموعهسازي محدب )هينهمسائل ب (2

 ینگيبه طيشرا، دوگان لاگرانژ تابع: (Duality) یدوگانگ (3

 ريزي خطی، روش سيمپلکسبرنامه (4

 ( وتونين تميالگور، انيکاهش گراد يهاتميالگور) دينامق يسازنهيبه يهاتميالگور (5

 (سد روشی، نقطه درون يهاروش - ينامساو وديا قبي، تساو وديبا قمقيد ) يسازنهيبه يهاتميالگور (6

 نييپا-رنک يسازنهيبه ليمسا، بانيبردار پشت نيماش، ونيرگرس) کاربردها (7

 هاي موازي و توزيع شده(سازي تصادفی، الگوريتمی، انواع مسائل بهينهتصادف يسازنهيدر به وديق انواع) یتصادف يسازنهيبه (8

 سازي غيرخطیبهينه (9

 :متناسب با محتوا و هدف یریادگی – یهاددی روشت( 

 هاي دانشجويیارائه سرفصل توسط استاد در کلاس، انجام تکاليف تئوري و عملی و ارائه

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 40  سال هاي کلاسی در طول نيمفعاليت

 سازینظریه بهینه عنوان درس به فارسی:الف: 

 نوع درس و واحد Optimization Theory عنوان درس به انگلیسی:

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی   تخصصی الزامی ندارد نیاز:همدروس 

 3 عداد واحد:ت
 ین:حل تمر

 عملی -نظری  تخصصی اختیاری

  نامه رساله / پایانپروژه/ 

   اشتغال پذیری-مهارتی 48 تعداد ساعت:

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (مشخص شود تخصصی اختیاری

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  :نیاز است؟نوع آموزش تکمیلی ی دارد، چه اگر واحد عمل

.............. 



 59/    کارشناسی ارشد مهندسی کامپیوتر گرایش هوش مصنوعی و رباتیک

 

  

 درصد 25    سالآزمون پايان نيم

 درصد 35    آزمون پايانی

 برای ارائه:  ازیموردنیزات و امکانات ج( ملزومات، تجه

 کلاس مجهز به پروژکتور 

 

 چ( منابع علمی پیشنهادی: 
1. Alaa Khamis, Optimization Algorithms: AI techniques for design, planning, and control problems, 

Manning, 2024. 

2. D. Luenberger, Y. Ye, Linear and Nonlinear Programming, Springer, 4th ed., 2016. 

3. Dimitri Bertsekas, Nonlinear Programming, Athena Scientific, 3rd Edition, 2016. 

4. Jason Brownlee, Optimization for Machine Learning, MachineLearningMastery.com, 2021. 

5. Jorge Nocedal and Stephen Wright. Numerical optimization. Springer Series in Operations Research 

and Financial Engineering, 2nd edition, 2006. 

6. Mykel Kochenderfer and Tim Wheeler, Algorithms for Optimization, MIT Press, 2019. 

7. Ryan Tibshirani, Convex Optimization taught. CMU from 2013 to 2019. 
8. Stephen Boyd and Lieven Vandenberghe. Convex optimization. Cambridge university press, 2004. 

 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یملاحظات عموم

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يتحانات بصورت حضورو ام یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:

 تاليجيد يهاگناليس يو دستکار ليپردازش، تحلکاربردهاي و ، مفاهيم ينظر یمبان تبيين

 

  اهداف ويژه:

 اي آنالوگ فيزيکی و محاسبات ديجيتال با مفهوم نمونه برداريتبين نحوه ايجاد ارتباط بين دني ۱

 تسلط بر ابزارهاي تحليل فرکانسی سيگنالها و سيستمها . 2

 هاي تحليل علائم ديجيتال و طراحی فيلترهاي مختلف آشنايی با روش .3

 ها: پ( سرفصل

 یخط وستهيپ يستمهايو س گنالهايبر پردازش س يمرور .۱

 گسسته يگنالهايها و س ستميس. 2

 (DTFTگسسته در زمان ) هيفور ليتبد. 3

 Z ليتبد. 4

 تاليجيد يلترهايف. 5

 . نمونه برداري 6

 DFTگسسته  هيفور ليتبد.. 7

 FFT هيفور عيسر ليتبد .8

 پردازش سیگنال رقمی   عنوان درس به فارسی:الف: 

 Digital Signal عنوان درس به انگلیسی:

Processing 
 نوع درس و واحد

 نظری   پایه   نیاز:دروس پیش

 عملی   تخصصی الزامی هاها و سیستمسیگنال نیاز:همدروس 

 3 حد:عداد وات
 

 عملی -نظری  تخصصی اختیاری

  نامه رساله / پایانپروژه/ 

   اشتغال پذیری-مهارتی 48 تعداد ساعت:

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (مشخص شود تخصصی اختیاری

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  :نیاز است؟نوع آموزش تکمیلی عملی دارد، چه اگر واحد 

.............. 
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 :هدفمتناسب با محتوا و  یریادگی – یاددهی روشت(  

 پژوهش پايانی ترم و پايان ترم و ميانارائه سرفصل توسط استاد در کلاس، انجام تکاليف عملی، امتحانات 

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد30  هاي کلاسی، تکاليف و پروژه فعاليت

 درصد 30    سالآزمون پايان نيم

 درصد 40    آزمون پايانی

 شود. -ساير موارد در صورت نياز قيد

 برای ارائه:  ازیموردنج( ملزومات، تجهیزات و امکانات 

 ويدئو پروژکتور تابلو و

 چ( منابع علمی پیشنهادی: 
1. Lyons, R. G. "Understanding digital signal processing/Richard G. Lyons." (2010). 

2. Mitra, Sanjit Kumar. Digital signal processing: a computer-based approach. Vol. 2. New York, 

NY, USA:: McGraw-Hill, 2011.  

3. Oppenheim, Alan V., Ronald W. Schafer, and John R. Buck. Discrete-Time Signal Processing. 

2nd ed. Upper Saddle River, NJ: Prentice Hall, 1999. 

4. Proakis, John G., and Dmitris K. Manolakis. Digital Signal Processing. 4th ed. Upper Saddle 

River, NJ: Prentice Hall, 2006. 

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:

هوشمند وجود  يهاآموزش عامل يبرا یو جزئ ياامکان ارائه بازخورد لحظه یواقع ياياز مسائل در دن یعيوس فيامروزه در ط

حوزه، تنک بودن بازخوردها، زمان و تعداد  نيا يهااست. از جمله چالش یتيتقو يريادگيحالات  نيمتداول در ا کرديندارد. رو

 عيسر يريپذقيتطب نطوريو هم ط،يشده از مح افتيدر مشاهدات يها، بعد بالاعامل نيا آموزش يبرا ازيمورد ن يبالا يهانمونه

 .ميدهیقرار م یموارد را مورد بررس نيدرس ا نياست. در ا ديجد يهاطيبا مح

  اهداف ویژه:

 یتتقوي رييادگمتداول ي تمهايو الگوري مآشنايی با مفاهي -۱

 ها و کاربردهاي يادگيري تقويتیآشنايی با محيط -2

 قی عميتتقوي رييادگي تمهايگروههاي اصلی الگوري بو معاي ادرک مزاي -3

 ها: پ( سرفصل
 POMDPو  MDPمارکف  ميتصممسائل فرآيند  (۱

 (استيس بهبود، ارزش تکرار، استيس تکرار، ايپو يزيربرنامه) و بهبود آن استيس یابي، ارزBellman معادلات (2

 Monte Carlo يهاروش (3

، Q-Learning روش، off-policyو  on-policy يريادگ: ي(Temporal Difference) یاختلاف زمان يريادگي (4

 SARSA روش

 یادگیری تقویتی   عنوان درس به فارسی:الف: 

 Reinforcement عنوان درس به انگلیسی:

Learning 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی   تخصصی الزامی ندارد نیاز:همدروس 

 3 عداد واحد:ت
 حل تمرین:

 عملی -نظری  تخصصی اختیاری

  نامه رساله / پایانپروژه/ 

   اشتغال پذیری-مهارتی 48 تعداد ساعت:

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (مشخص شود تیاریتخصصی اخ

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  :نیاز است؟نوع آموزش تکمیلی اگر واحد عملی دارد، چه 

.............. 
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 معکوس یتيتقو يريادگي (5

 يديتقل يريادگي (6

 TDگام و لامبدا  nبا  Bootstrap يهاروش (7

 (Deep Double Q-Learning روش، Deep Q-Learning روش)مانند  نيتخم يهاروش (8

، TRPOمطمئن  هيناح روش، REINFORCE تميرالگو، Policy Gradient روشهاي مبتنی بر سياست )روش (9

 (PPO استيس يسازنهيبه روش

، SAC اي Soft Actor Critic روش، DDPG روش، Off-Policy نينو يهاروشنقاد ) –روش هاي عامل  (۱0

A2C ،A3C) 

ر ب یمبتن يسازنهيبه روش، Model Predictive Control وشي، رزيربرنامه يهاروش) بر مدل یمبتن يهاروش (۱۱

Cross-entropy ،يجستجو درخت Monte Carlo ،روش Backpropagation Through Time ،يهاروش 

 ، Ensembleبر  یمبتن

 ، پردازش زبان طبيعی، رباتيک، ...(نيماش يینايدر ب) یتيتقو يريادگکاربردهاي ي (۱2

 (CURL روش) شينما يريادگي يهاروش (۱3

 (Meta Learning) يريادگيفرا يهاروش (۱4

 (Reward Shapingه سود )ب یدهشکل (۱5

 يبرداراکتشاف و بهرهموازنه  (۱6

 یچند عامل يهاروش (۱7

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 هاي دانشجويیارائهپژوهش پايانی و ارائه سرفصل توسط استاد در کلاس، انجام تکاليف تئوري و عملی، 

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 40  سال ر طول نيمهاي کلاسی دفعاليت

 درصد 25    سالآزمون پايان نيم

 درصد 35    آزمون پايانی

 برای ارائه:  ازیموردنج( ملزومات، تجهیزات و امکانات 

 هاي هوشمندافزار پردازش براي آموزش نحوه بکارگيري يادگيري تقويتی )عميق( در عاملکلاس مجهز به پروژکتور، سخت

 ادی: چ( منابع علمی پیشنه
1. Alexander Zai, Brandon Brown. Deep Reinforcement Learning in Action. Manning, 2020. 

2. Dimitri Bertsekas, A Course in Reinforcement Learning, Athena Scientific, 2025. 

3. M. Wiering and M. van Otterlo, Reinforcement Learning: State-of-the-Art, Springer, 2014. 

4. Mykel Kochenderfer, Tim Wheller and Kyle Wray, Algorithms for Decision Making, MIT Press, 

2022. 

5. Richard S. Sutton, Andrew G. Barto. Reinforcement Learning. 2nd Edition, MIT Press, 2018. 
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 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياکت تسهيل شر يبرا یملاحظات عموم

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز

 ب: هدف کلی:

حسگر ها مورد  بعدي از تصاوير و دادههاي عملی براي درک و بازسازي ساختار سهها و تکنيکي، الگوريتمدر اين درس،  تئور

بعدي و کاربردها در بعدي، درک صحنه سهمطالعه قرار می گيرند.  مباحث شامل هندسه چندنمايی، حسگر عمق، بازسازي سه

 هاي خودکار است.رباتيک، واقعيت افزوده و سيستم

  ویژه: اهداف

  هاي دوربين، تصويرسازي و کاليبراسيوندرک اصول مدل -۱

هاي سازي و ارزيابی تکنيکبندي(، پيادههاي اساسی/ضروري، مثلثپولار، ماتريسحل مسائل هندسه چندنمايی )هندسه اپی -2

 حسگر عمق )استريو، نور ساختاريافته، حسگرهاي ليدار/عمق(.

، SLAMبعدي به مسائل دنياي واقعی )هاي بينايی سهاي،  اعمال روشاز تصاوير و/يا ابرهاي نقطهبعدي هاي سهبازسازي صحنه -3

AR/VR )تخمين موقعيت شیء ، 

 

 ها: پ( سرفصل

ها، وکسل ،يانقطه يها، ابرها: مشيبعدسه يهاشينما ،يبعدسه وتريکامپ يینايانداز ببر چشم ي: مرورنهيشيمقدمه و پ  (۱

 هابر مجموعه داده يو مرور ،يرسازيتصو يهامدل ا،هنيدورب ،یضمن

 یبعدسه وتریکامپ یینایب   الف: عنوان درس به فارسی: 

 درس و واحدنوع  3D Computer Vision عنوان درس به انگلیسی:

 نظری   پایه  ماشینبینایی  نیاز:دروس پیش

 عملی  تخصصی الزامی  ندارد نیاز:همدروس 

 3 تعداد واحد:
 حل تمرین:

 عملی -نظری تخصصی اختیاری 

  نامه پروژه/ رساله / پایان

  اشتغال پذیری -مهارتی 48 تعداد ساعت:

برای دروس  صرفاً)ی درستیمأموروضعیت آمایشی/

 تخصصی اختیاری مشخص شود(

 تیمأمورمرتبط با آمایش/

 موسسه نیست 

آمایش /تیمأمورمرتبط با 

 موسسه است 

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  اگر واحد عملی دارد، چه نوع آموزش تکمیلی نیاز است؟:

.............. 
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)روش  نيدورب ونيبراسيکال يهاکيتکن ،یرونيو ب یذات يپارامترها هول،نيپ ني: مدل دوربونيبراسيو کال نيدورب يهامدل  (2

 اعوجاج و اصلاح يها(، مدلوياستر ونيبراسيژانگ، کال

نما: -هندسه دو ،يضرور سيماتر ،ياديبن سيماتر پولار،یاپ تيدودمح ها،پولینما: اپ-و هندسه دو پولاریهندسه اپ  (3

 يقو نيتخم يبرا RANSAC و،يعمق از استر ،يبندمثلث

 بسته مي، اصول تنظ(SfM) نما، گردش کار ساختار از حرکت نيدر چند يبندنما: مثلث-هندسه چند  (4

بر  یو اختلافات مبتن یکلمهين قيعمق، تطب نيخماختلاف و ت يهاشده، نقشهاصلاح يوياستر ري: تصاوويعمق از استر  (5

 یابيارز يارهايمع ،يريادگي

سطح )پواسون، اشکال آلفا،(  يبازساز ميمفاه ،ياپردازش ابر نقطه هي: اصول اوليانقطه ياز ابرها يبعدسه يبازساز  (6

 مش و نگاشت بافت يهاشينما

 يهایژگيو و؛يدر مقابل استر داريزمان پرواز، ل افته،ير ساختارعمق: نو يعمق: حسگرها يربرداريو تصو يبعدسه يحسگرها  (7

 ادغام حسگر هياصول اول ون،يبراسيو کال زينو

ها(، چهارگانه ،يبعدحالت )حالت شش يهاشينما ،يبعدسه ءیحالت ش نيو تخم صي: تشخيبعددرک صحنه سه  (8

 )سطح بالا( ياابر وکسل/نقطه يهاو شبکه يبعدسه يبندقطعه

، ++PointNet/PointNet ميمفاه ،يبعدکانولوشن سه یعصب يها: شبکهيبعدسه يینايب يبرا قيعم يريادگي  (9

 یمرور کل) در عمل يبعدسه يینايب ،يبعدسه يهاداده يبرا تيها و تقوداده شيبر وکسل و مش، نما یمبتن يهاشبکه

SLAMادغام حسگر با(ي، سنجش بصر ، IMU/LiDARیابيارز يهاوهيو ش اريمع يهاه، مجموعه داد 

 يبعدسه يینايب قاتيدر تحق یاصول اخلاق  (۱0

 

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 هاي دانشجويیارائهپژوهش پايانی و ارائه سرفصل توسط استاد در کلاس، انجام تکاليف تئوري و عملی، 

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 40  سال طول نيمهاي کلاسی در فعاليت

 درصد 25    سالآزمون پايان نيم

 درصد 35    آزمون پايانی

 برای ارائه:  ازیموردنج( ملزومات، تجهیزات و امکانات 

 هاي هوشمندافزار پردازش براي آموزش نحوه بکارگيري يادگيري تقويتی )عميق( در عاملکلاس مجهز به پروژکتور، سخت

 

 دی: چ( منابع علمی پیشنها
1. Ayyadevara, V. K., Reddy, Y., Modern Computer Vision with PyTorch, Packt Publishing, 2024. 

2. Datasets: KITTI, Middlebury Stereo, ETH3D, ScanNet, Matterport3D, ShapeNet (for 3D shapes) 

3. Hartley, R. & Zisserman, A. Multiple View Geometry in Computer Vision, Cambridge University 

Press, 2004. 

4. Szeliski, R. Computer Vision: Algorithms and Applications, Springer, 2023 

5. Survey papers and tutorials on SfM, SLAM, and 3D deep learning 

6. Zhang, Yu-J., 3-D Computer Vision: Principal, Algorithms and Applications, Springer, 2024. 
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 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یملاحظات عموم

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز

 

 

 

 

 

 

 

 ب: هدف کلی:

درک  ،ينظر یبا شناخت مبان انيکه دانشجو ياگونهبه ط،يربات در مح یابيو مکان يبردارو اصول نقشه ميمفاه ليتحل -

 ،يسنسور يهاداده ليو ساخت نقشه، تحل یابيمکان يهاروش يريکارگبه ،يريگميحالت و تصم نيتخم يهاتميالگور

  خودگردان توانمند شوند. يهاستميس یاطلاعات در طراح بيها، و ترکعملکرد مدل یابيارز

  :اهداف ویژه

 آن  يحالت ربات و کاربردها یاحتمالات نيتخم يروش هاانواع  آشنايی با   .۱

 ها: پ( سرفصل
 متحرک يبر ربات ها يمقدمه ا -۱

 ا، فيلترهاي کالمن، فيلترهاي ذره اي( لترهيو ف یسيحالت با نيتخم) حرکت و سنسور يمدل ها -2

 ( DBN) ايپو يزيب يشبکه ها -3

 ربات یابيمکان  -4

 SLAMساخت نقشه و   -5

 يشبکه بند ينقشه ها -6

 ربات یو نقشه بردار یابیمکان    الف: عنوان درس به فارسی:

 Robot Localization and عنوان درس به انگلیسی:

Mapping 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی  تخصصی الزامی  ندارد نیاز:همدروس 

 3 تعداد واحد:
 

 عملی -نظری تخصصی اختیاری 

  نامه پروژه/ رساله /پایان

  اشتغال پذیری -مهارتی 48 تعداد ساعت:

برای دروس  صرفاً)ی درستیمأموروضعیت آمایشی/

 تخصصی اختیاری مشخص شود(

 تیمأمورمرتبط با آمایش/

 موسسه نیست 

آمایش /تیمأمورمرتبط با 

 موسسه است 

 موارد دیگر: .............. کارگاه  ینار سم آزمایشگاه  سفر علمی  اگر واحد عملی دارد، چه نوع آموزش تکمیلی نیاز است؟:
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 SLAM  شرفتهيپ يروش ها -7

 یتيتقو يريادگ، ي(MDP/POMDP)  مارکوف يريگ ميتصم نديفرآ -8

 :ناسب با محتوا و هدفمت یریادگی – یاددهی روشت( 

 یسلاک فيهمراه با تکال يیدانشجو هيمحور، ارا یسخنران سيتدرمشارکت دانشجويان در مباحث درسی، 

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 20 سال هاي کلاسی در طول نيمفعاليت

 درصد 30   سالآزمون پايان نيم

 درصد 50   آزمون پايانی

 برای ارائه:  ازیموردنمکانات ج( ملزومات، تجهیزات و ا

 کلاس درس، ويديو پروژکتور و تخته وايت بورد   

 چ( منابع علمی پیشنهادی: 
1. H. Yussof (ed) Robot Localization and Map Building. IntechOpen, London, 2021. 

2. S. Thrun, W. Burgard, and D. Fox, Probabilistic Robotics, MIT Press, 2005. 

3. T. D. Barfoot, State Estimation for Robotics, Cambridge University Press, 2017. 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 بستگی به نوع معلوليت؛ امکانات رايانه اي، گفتاري و شنيداري مخصوص آنان فراهم شود.   

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:

د توجه قرار گرفته امروزه بسيار مور هاي مختلف اعم از مهندسی، علوم طبيعی، و علوم انسانیرشته در ماشين کاربردهاي يادگيري

مرتبط با رشته شان آشنا  ماشين با مفاهيم و کاربردهاي يادگيري مختلف هايشود دانشجويان رشتهتلاش می است. در اين درس

 شوند.  قبلی در اين درس معرفی می تجربيات و هامجموعه داده موفق و شناخته شده در زمينه يادگيري از هايشوند. الگوريتم

  اهداف ویژه:

 ها در کاربردهاي عملی مختلفها، و کاربردهاي يادگيري ماشين، و پياده سازي و ارزيابی اين مدلآشنايی با مبانی، روش -۱

 کاربردي متنوع   هايزمينه در عملی هايپروژه و ها، تکاليف،ارائه مثال -2

 ها: پ( سرفصل
 آنها کاربردهاي و ماشين يادگيري هاي روش مقدمه: معرفی انواع -۱

 فاصله و شباهت معيارهاي سازي، مصور پردازش، تحليل اوليه داده: پيش -2

کاربردي(،  ابزار با بانظارت: رگرسيون )خطی، غيرخطی، چندمتغيره، نزول در امتداد گراديان، منظم سازي، آشنايی يادگيري -3

 پشتيبان، بردار عصبی، ماشين هايشبکه، قیمنط بيزي، رگرسيون بنددسته، تصميم درخت، همسايه نزديکترين kبندي )دسته

 کاربردي( ابزار با ارزيابی، آشنايی جمعی، معيارهاي هايهسته، روش ترفند

 ، سلسلهkernel k-means ، وk-means ،k-medoidsفضا مانند روشهاي  افراز بر مبتنی) بنديخوشه: بينظارت يادگيري-4

ابزار  با ارزيابی، آشنايی ترکيبی، معيارهاي هايمدل بر مبتنیي، ، فازDBSCAN  چگالی مانند بر مراتبی، مبتنی

 ( کاربردي ابزار با آشنايی، تحليل تمايز خطی، اصلی مولفه تحليل، کاهش بعد )کاربردي(

 با آشنايی هاي گرافی،ها، شبکههاي بازگشتی عميق، مبدلرويکردهاي يادگيري عميق )شبکه هاي پيچشی عميق، شبکه -5

 (اربرديک ابزار

 

 

 

 کاربردییادگیری ماشین  عنوان درس به فارسی:الف: 

 Applied Machine عنوان درس به انگلیسی:

Learning 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی   الزامیتخصصی  ندارد نیاز:همدروس 

 3 عداد واحد:ت
 حل تمرین:

 عملی -نظری  تخصصی اختیاری

  نامه رساله / پایانپروژه/ 

   اشتغال پذیری-مهارتی 48 تعداد ساعت:

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (مشخص شود تخصصی اختیاری

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمورمأمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  :نیاز است؟نوع آموزش تکمیلی اگر واحد عملی دارد، چه 

.............. 
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 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 ارائه مطالب سرفصل توسط استاد، تکاليف و پروژه پياده سازي کاربردي 

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 25   هاي کلاسی  تکاليف و فعاليت

 درصد 30     پروژه کاربردي 

 درصد 45    آزمون پايانی

 برای ارائه:   ازیموردنات و امکانات ج( ملزومات، تجهیز

 تخته سفيد و ماژيک، ويديو پروژکتور

 چ( منابع علمی پیشنهادی: 
1. 1 .Kevin P. Murphy, Probabilistic machine learning : an introduction, MIT Press, 2022. 

2. 2. Tom Mitchell, Machine Learning, McGraw Hill, 1997 

 

 

 ملاحظات عمومی براي اين افراد :ژهیو یازهاین با ادافر یبرا ملاحظات( ح

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز

 

 

 

 

 

 

 

 

 

 

 



 70/    کارشناسی ارشد مهندسی کامپیوتر گرایش هوش مصنوعی و رباتیک

 

  

 

 ب: هدف کلی:

هايی می پردازد که محتواي طيفی آنها در طول زمان شکل می گيرد. ترکيب مفاهيم ( به سيگنالTFAفرکانس )-تحليل زمان

هاي فرکانسی ( مشترکی که وقوع مؤلفهTFR) فرکانس-هاي زمانهاي حوزه زمان براي ارائه  نمايشتحليل فضاي طيفی و روش

هاي عملی و کاربردهاي مهندسی، دهد، مورد مطالعه قرار می گيرند. اين درس شامل تئوري، الگوريتمرا در زمان نشان می

 ژئوفيزيک، و پردازش سيگنال هاي غير ايستا است.

  :اهداف ویژه

هاي رايج )مانند تبديل فوريه TFRسازي رکانس،  استخراج و پيادههاي صرفاً حوزه زمان يا فهاي تحليلدرک محدوديت -۱

ا شناسی هاي لرزههاي زيستی، دادهدر مسائل دنياي واقعی )گفتار، سيگنال TFAويل(،  اعمال -مدت، تبديل موجک، ويگنرکوتاه

 اي. پذيري زمانی از فرکانسی، تداخل بين دوره، رادار(،   ارزيابی و تفکيک

 کاربردي متنوع   هايزمينه در عملی هايپروژه و ها، تکاليف،مثالارائه  -2

 ها: پ( سرفصل
هاي غيرايستا هاي چيرپ، طيفهاي توضيحی: سيگنال، مثالTFAفرکانس شامل: انگيزه و تاريخچه -اي بر تحليل زمانمقدمه -۱

 هاي مشترکو تعاريف اوليه: زمان، فرکانس و نمايش

بندي: مستطيلی، هان، همينگ، پذيري زمان و فرکانس، توابع پنجرهو تفکيک STFT(: تعريف STFTکوتاه ). تبديل فوريه زمان 2

 بلکمن، و انتخاب طول پنجره و همپوشانی

 سازيبندي تطبيقی، اصول اوليه همگام ثابت و پنجره Qبا  STFTچند مخروطی،  STFT: STFTهاي پيشرفته . تکنيک3

(، مورلت، کلاه مکزيکی و ساير DWT( در مقابل تبديل موجک گسسته )CWTجک پيوسته ). تبديل موجک: تبديل مو4

 سازي زمانفرکانس و محلی-هاي مادر، رابطه مقياسموجک

 فرکانس -و پردازش زمان لیتحل عنوان درس به فارسی:الف: 

 Time-frequency ان درس به انگلیسی:عنو

analysis and processing 
 نوع درس و واحد

ها، جبر ها و سیستمسیگنال نیاز:دروس پیش

 خطی، فرآیندهای تصادفی

 نظری   پایه 

 عملی   تخصصی الزامی ندارد نیاز:همدروس 

 3 عداد واحد:ت
 حل تمرین:

 عملی -نظری  تخصصی اختیاری

  نامه رساله / پایانه/ پروژ

   اشتغال پذیری-مهارتی 48 تعداد ساعت:

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (مشخص شود تخصصی اختیاری

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  فر علمی س :نیاز است؟نوع آموزش تکمیلی اگر واحد عملی دارد، چه 

.............. 
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5 .TFR ويل و درجه دوم: توزيع ويگنر-هاي ويگنر-( ويلWVD اصطلاحات متقاطع و تداخل؛ کلاس کوهن، تابع ابهام و ،)

 طراحی هسته

 .هاي لگاريتمی، نمايش دامنه در مقابل توان، و مقاومت نويزنگاره و ملاحظات عملی: طيف ها، اسکالوگرامنگاره . طيف6

-هاي چند حسگري، چگالی طيفی متقاطع در حوزه زمانهاي دوبعدي براي دادهTFRفرکانس چندبعدي: -. تحليل زمان7

 هافرکانس مشترک براي آرايه-هاي زمانفرکانس، توزيع

فرکانس -(، ديکانولوشن زمانTFRگذاري در حوزه )آستانه TFA؛ حذف نويز مبتنی بر TFAنويز و تجزيه از طريق . حذف 8

 ايپراکنده و رتبه پايين، تخمين فرکانس لحظه

 پزشکی، ژئوفيزيک و رادارهاي زيست. کاربردها: گفتار و صدا، سيگنال9

 

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 ارائه مطالب سرفصل توسط استاد، تکاليف و پروژه پياده سازي کاربردي 

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 25   هاي کلاسی  تکاليف و فعاليت

 درصد 30     پروژه کاربردي 

 درصد 45    آزمون پايانی

 برای ارائه:   ازیموردنج( ملزومات، تجهیزات و امکانات 

 يديو پروژکتورتخته سفيد و ماژيک، و

 چ( منابع علمی پیشنهادی: 
1. K. Grochenig, Foundation of Time-Frequency Analysis, Birkhäuser Publishing Company 2013. 

2. L. Cohen, Time-Frequency Analysis, Pearson College Division Publishing, 1994. 

3. Pachori, Ram B., Time-Frequency Analysis Techniques and their Applications, CRC Press, 2025.  

4. Tolimieri, R., Myoung An, Time-Frequency Representations, Springer, 2012. 

5. V.C. Chen, and Hao Ling, Time-Frequency Transforms for Radar Imaging and Signal Analysis, 

Artech House Publishers, 2002. 

 

 

 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یملاحظات عموم

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:

هاي زمانی و زمانی، و سري یمکان ي، دادهها(و وب یاجتماع يهاشبکه)مانند متون، گرافها  يیهادادهو کاوش در  ليتحل يبرا

که در اين درس مورد بررسی قرار می است  ازيمورد ن يکاو معمول داده يها با روش سهيدر مقا يتردهيچيبه مراتب پ يروشها

 .گيرد

  اهداف ویژه:

 هاي اصلی داده کاويمرور روش -۱

( temporal(، زمانی )spatialهاي مکانی )هاي اجتماعی و وب(، دادهها مانند متون، گرافها )شبکهانواع مختلف داده لتحلي -3

 هاي چندماهيتیسري هاي زمانی، داده و

 ها: پ( سرفصل
 در آن یکاوي و مدلهاي اصلداده یمعرف  (۱

 نهاي داده(ايبندي جرخوشهو  K-Means تميالگور ،یسلسله مراتب هايتميبندي داده )الگورخوشه هايتميالگور (2

 ها( تميالگور یابيارز و FP Growth تميالگور ،يیقواعد باهم آ دي) تولوابستگی قواعد  (3

 داده( انيجر هايتمي، الگوربلوم لترهاييها و فداده انيجر شيها، پالاداده انيها ) نمونه برداري جرداده انيکاوش جر (4

 (CUR تميالگورو  SVD ،PCA تميکاهش ابعاد ) الگور هايم تيالگور (5

 (یاشتراک نگيلتريگر ) بر مبناي محتو ا، بر مبناي ف هيتوص ستمهاييس (6

 (TrustRankو نوع موضوعی آن، الگوريتم  PageRank تمي) الگور وندهايپ ليتحل (7

، SimRank تميکشف اجتماعات، افزاربندي گرافها، الگور ،یهاي اجتماعشبکه)خوشه بندي  یهاي اجتماعشبکه ليتحل (8

 هاشمارش مثلث

 هاي کاوش در گراف ها و درخت هاروش (9

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 هاي دانشجويیارائهپژوهش پايانی و ارائه سرفصل توسط استاد در کلاس، انجام تکاليف عملی، 

 داده کاوی پیشرفته   عنوان درس به فارسی:الف: 

 نوع درس و واحد Advanced Data Mining عنوان درس به انگلیسی:

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی   تخصصی الزامی ندارد نیاز:همدروس 

 3 عداد واحد:ت
 حل تمرین:

 عملی -نظری  تخصصی اختیاری

  نامه رساله / پایانپروژه/ 

   پذیری اشتغال-مهارتی 48 تعداد ساعت:

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (مشخص شود تخصصی اختیاری

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  :نیاز است؟نوع آموزش تکمیلی اگر واحد عملی دارد، چه 

.............. 
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 رزشیابی )پیشنهادی(: ث( روش ا

 درصد 40  سال هاي کلاسی در طول نيمفعاليت

 درصد 25    سالآزمون پايان نيم

 درصد 35    آزمون پايانی

 برای ارائه:  ازیموردنج( ملزومات، تجهیزات و امکانات 

 کلاس مجهز به پروژکتور

 

 چ( منابع علمی پیشنهادی: 
1. Leskovec, Jure, Anand Rajaraman, and Jeffrey David Ullman. Mining of massive data sets, 3rd 

Edition. Cambridge university press, 2020. 

2. J. Mendes Moreira et al., A General Introduction to Data Analytics, John Wiley & Sons, 2019 

3. Tan, Pang-Ning, Michael Steinbach, and Vipin Kumar. Introduction to Data Mining, 2nd edition, 

Pearson Education India, 2016. 

4. Han, Jiawei, Micheline Kamber, and Jian Pei. "Data mining concepts and techniques third edition." 

University of Illinois at Urbana-Champaign Micheline Kamber Jian Pei Simon Fraser University 

(2012). 

 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یملاحظات عموم

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:

يا واحد محاسباتی هستند  عاملشامل چندين  شوندیدر آنها بکار گرفته مهاي هوشمند سامانهکه  یواقع يهاطياز مح ياريبس

 گريکدي با به تعامل بايدها عامل يیهاطيمحگيري از آنها در عملکرد کلی سامانه تأثيرگذار است. در چنين که لحاظ کردن و بهره

و  هایژگيدرس و ني. در ارنديگیاز هر دو قرار م یبيترک ايتخاصم  ايها در قالب تعاون . تعاملپردازندب رامونيپ طيو مح

 يهاعامل یطراح يو راهکارها چندعاملهو شده  عيتوز يهاطياز مح يريگبهره يبرا یمصنوعهوش يهاکيبسط تکن يهاچالش

 رينظ یمختلف لياست که بنا به دلا یدر حل مسائلاين رويکرد  درگيیقرار م یمورد بحث و بررس هاطيمح نيا يموفق برا

ها و حل آن ستند،يهوشمند متمرکز ن ستميس کي لهوسي به حل قابل …امکانات و  یدانش، پراکندگ یشدگ عيتوز ،یدگيچيپ

 .تفاده خواهد بوداست مورد اس( ستميمامور )س نيچند یو هماهنگ يبه همکار ازين

  اهداف ویژه:

 شده عيتوز یمصنوعمسائل هوش ليو تحل هيو تجز یمعرف -۱

 هاي چندعاملیها و سيستمآشنايی با محيط -2

 شده عي هوشمند توزيهاستمي سيسازادههاي پيابزار و چارچوب -3

 ها: پ( سرفصل
 شده عيتوز یمصنوعهوش يو کاربردها جاديا زهيانگ (۱

 شده عيهوشمند توز يهاستميس يبنددسته (2

 هاي آنهاها و معماريانواع عامل (3

 مسائل صيو تخص عيتوز ه،يتجز ف،يتوص (4

 تعامل يها و قراردادهازبان ن،يارتباط مامور مسئله (5

 نيو انسجام مامور ،یهماهنگ ،يهمکار (6

 نيدانش مامور شيکردن و نما مدل (7

 مزايده، مذاکره و مباحثه (8

 یهاي چندعامليادگيري در سيستم (9

 هوش مصنوعی توزیع شده   سی:عنوان درس به فارالف: 

 نوع درس و واحد Distributed AI عنوان درس به انگلیسی:

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی   تخصصی الزامی ندارد نیاز:همدروس 

 3 عداد واحد:ت
 حل تمرین:

 عملی -نظری  تخصصی اختیاری

  نامه رساله / پایانپروژه/ 

   اشتغال پذیری-مهارتی 48 ت:تعداد ساع

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (مشخص شود تخصصی اختیاری

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  اه کارگ سمینار  آزمایشگاه  سفر علمی  :نیاز است؟نوع آموزش تکمیلی اگر واحد عملی دارد، چه 

.............. 
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 هاو حل تداخل کشف (۱0

 شده موجود يسازادهيپ يهاستميچند نمونه از س یبررس (۱۱

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 هاي دانشجويیارائهپژوهش پايانی و ارائه سرفصل توسط استاد در کلاس، انجام تکاليف عملی، 

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 40  سال يمهاي کلاسی در طول نفعاليت

 درصد 25    سالآزمون پايان نيم

 درصد 35    آزمون پايانی

 برای ارائه:  ازیموردنج( ملزومات، تجهیزات و امکانات 

 هاي چندعاملی افزار پردازش براي آموزش توسعه سامانهکلاس مجهز به پروژکتور، سخت

 

 چ( منابع علمی پیشنهادی: 
1. Boissier, Olivier, Rafael H. Bordini, Jomi Hubner, and Alessandro Ricci. Multi-agent oriented 

programming: programming multi-agent systems using JaCaMo. Mit Press, 2020. 

2. 5. Lopes, Fernando, and Helder Coelho, (eds). Negotiation and Argumentation in Multi-Agent 

Systems: Fundamentals, Theories, Systems and Applications, Bentham Science Publishers, 2018. 

3. G. O’Hare and N. Jennings (eds.). Foundations of Distributed Artificial Intelligence. John Wiley and 

Sons, 1996. 

4. A.H. Bond and L. Gasser (eds.). Readings in Distributed artificial Intelligence. Morgan Kaufman, 

1988. 

5. N. Avouris and L. Gasser (eds.). Distributed Artificial Intelligence: Theory and Praxis. Kluwer, 

1992. 

6. F. Martial. Coordinating Plan of Autonomous Agents. Springer-Verlag, 1991. 

 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یعمومملاحظات 

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:

ها ماهيتی و چندماهيتی و نحوه تطبيق آنهاي زبانی تکمدل هدف اين درس آشنا نمودن دانشجويان با مفاهيم پايه و پيشرفته در

 اي مختلف است.هاي دادهبه مسائل مختلف با ماهيت

  اهداف ویژه:

 هاي جديدهتمرکز بر رويکردهاي تطبيق مدل هاي زبانی بزرگ به دامن -۱

 ها زبانی چند ماهيتی معماري هاي مختلف مدلتمرکز بر  -2

 هاي زبانی چندماهيتی کوچک و مبتنی بر استدلالتر مانند مدلارائه مفاهيم پيشرفته -3

 ها: پ( سرفصل
 (هاي بنيادينمدلمطالب مقدماتی ) -۱

 ی()تک و چندماهيت هاي زبانی بزرگهاي بنيادين و مدلمعماري مدل -2

 هاي جديدبه وظايف و دامنه )تک و چندماهيتی(هاي زبانی بزرگ رويکردهاي آموزش و تطبيق مدل -3

 )تک و چندماهيتی(هاي زبانی بزرگ کيفيت و کميت دادگان در آموزش و تطبيق مدل -4

 )تک و چندماهيتی(هاي زبانی بزرگ هاي ارزيابی در مدل( و روشBenchmarksها )انواع محک -5

 هاي زبانی تک و چندماهيتی کوچک مدل  -6

 مدل هاي زبانی مبتنی بر بازيابی اطلاعات و دانش -7

 مدل هاي زبانی مبتنی بر استدلال  -8

 

 های زبانی چندماهیتیالف: عنوان درس به فارسی: مدل

 Multi-Modal Language عنوان درس به انگلیسی:

Models 
 نوع درس و واحد

های عصبی و یادگیری شبکه نیاز:دروس پیش

 عمیق

 نظری   پایه 

 عملی  تخصصی الزامی  ندارد نیاز:همدروس 

 3 تعداد واحد:
 حل تمرین:

 عملی -نظری تخصصی اختیاری 

  نامه پروژه/ رساله / پایان

  ل پذیری اشتغا-مهارتی 48 تعداد ساعت:

برای دروس  صرفاً)ی درستیمأموروضعیت آمایشی/

 تخصصی اختیاری مشخص شود(

 تیمأمورمرتبط با آمایش/

 موسسه نیست 

آمایش /تیمأمورمرتبط با 

 موسسه است 

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  اگر واحد عملی دارد، چه نوع آموزش تکمیلی نیاز است؟:

.............. 
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 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 هاي دانشجويیارائه سرفصل توسط استاد در کلاس، انجام تکاليف تئوري و عملی، ارائه

 زشیابی )پیشنهادی(: ث( روش ار

 درصد 50  سال هاي کلاسی در طول نيمفعاليت

 درصد 20    سالآزمون پايان نيم

 درصد 30    آزمون پايانی

 برای ارائه:   ازیموردنج( ملزومات، تجهیزات و امکانات 

 تخته سفيد و ماژيک، ويديو پروژکتور

 چ( منابع علمی پیشنهادی: 
1. Alammar, J. and Grootendorst, M., 2024. Hands-On Large Language Models: Language 

Understanding and Generation. " O'Reilly Media, Inc.". 

2. Ozdemir, S., 2023. Quick start guide to large language models: strategies and best practices for using 

ChatGPT and other LLMs. Addison-Wesley Professional. 

3. Raschka, S., 2024. Build a Large Language Model (From Scratch). Simon and Schuster. 

4. Zhang, D., Yu, Y., Dong, J., Li, C., Su, D., Chu, C. and Yu, D., 2024. Mm-llms: Recent advances in 

multimodal large language models. arXiv preprint arXiv:2401.13601. 

 

 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یملاحظات عموم

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:

 آن يازهاينشيو پ یرقم يدئويپردازش و ميبا مفاه انيجودانش يیآشنا -

 لي: تشکشودیم يريگيدرس پ نيدر ا ريآن است.به صورت خلاصه اهداف ز يازهاينشيو پ یرقم يدئويپردازش و ميمفاه -

نرخ  رييو تغ يبردارچشم انسان، نمونه ینائيخواص سامانه ب ،یوئيديو يهالگنايس هيفور يسر ليتحل دئو،يو شيو نما

 يديدود يهاحرکت، پردازش دنباله یابيرد دئو،يو يبندهيحرکت، ناح نيتخم و،يديو يسازمدل ،یوئيديو يهاگناليس

 يبررو یوئيدياطلاعات و يسازيجار ،یوئيديخطا در ارتباطات و ميتنظ ،یوئيدياستاندارد و يهاسامانه ،يديو چندد

 .دئويژرف در پردازش و يريادگي م،يسیب يهاو شبکه نترنتيا

  اهداف ویژه:

 هاي کدينگ و استاندارد ويدئوآشنائی با روش (۱

 هاي فشرده سازي تصوير و ويدئو آشنائی با روش  (2

 ها: پ( سرفصل
 دئويو شيدرک، و نما ل،يتشکاصول  (۱

  یوئيديو ياهگنالينرخ س رييو تغ يبردارنمونه (2

 تخمين و رديابی حرکت  (3

 استانداردهاي فشرده سازي تصاوير ثابت (4

 اصول پايه ويدئو (5

 کوانتيزاسيون برداري  (6

 استانداردهاي فشرده سازي ويدئو (7

 استانداردهاي ويدئوي رقمی (8

 

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 ییدئویو یهاگنالیپردازش س سی:الف: عنوان درس به فار

 Digital Video عنوان درس به انگلیسی:

Processing 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی  تخصصی الزامی  ندارد نیاز:همدروس 

 3 تعداد واحد:
 

 عملی -نظری تخصصی اختیاری 

  نامه پروژه/ رساله / پایان

  اشتغال پذیری -مهارتی 48 ساعت:تعداد 

برای دروس  صرفاً)ی درستیمأموروضعیت آمایشی/

 تخصصی اختیاری مشخص شود(

 تیمأمورمرتبط با آمایش/

 موسسه نیست 

آمایش /تیمأمورمرتبط با 

 موسسه است 

موارد دیگر:  گاه کار سمینار  آزمایشگاه  سفر علمی  اگر واحد عملی دارد، چه نوع آموزش تکمیلی نیاز است؟:

.............. 
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 یانيترم و پژوهش پا انيو پا ترمانيامتحانات م ،یلعم فيارائه سرفصل توسط استاد در کلاس، انجام تکال

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد30  هاي کلاسی، تکاليف و پروژه فعاليت

 درصد 30    سالآزمون پايان نيم

 درصد 40    آزمون پايانی

 شود. -ساير موارد در صورت نياز قيد

 ئه: برای ارا ازیموردنج( ملزومات، تجهیزات و امکانات 

 تخته سفيد و ماژيک، ويديو پروژکتور

 چ( منابع علمی پیشنهادی: 
1. Processing, Video. "Communications, Yao Wang, Jorn Ostermann, Ya-Qin Zhang." (2001). 

2. Bovik, Alan C. The essential guide to video processing. Academic Press, 2009. 

3. Tekalp, A. Murat. Digital video processing. Prentice Hall Press, 2015. 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یملاحظات عموم

 برگزاری الکترونیکی درس: یبرا ملاحظات( خ

 نجام شود.ا يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:

 مدلسازي و رندرينگ سه بعدي هيپا ميمفاهمعرفی  -

  اهداف ویژه:

 آشنائی با پايپ لاين رندرينگ کارت گرافيک. ۱

 OpenGL. برنامه نويسی برپايه شيدر توسط ابزار 2

 : هاپ( سرفصل
 معرفی يک سيستم گرافيکی و معرفی اجزاء آن .۱

 . برنامه نويسی يک سيستم گرافيکی2

   OpenGl. آشنائی با 3

 .. برنامه نويسی برپايه شيدر براي رندرينگ4

 .. انتقالات هندسی و پياده سازي آنها در کارت گرافيک5

 . انواع مختلف ديد در يک سيستم گرافيکی سه بعدي 6

 و سايه زنی در يک محيط سه بعدي گرافيکی. نورپردازي 7

 حل مختلف پايپ لاين رندرينگا. آلگوريتمهاي بکار رفته در مر8

 (Texture. مبحث بافت )9

 

 مدل سازی و تعبیر سه بعدیالف: عنوان درس به فارسی:

 Modeling and 3D عنوان درس به انگلیسی:

Rendering 
 نوع درس و واحد

 نظری   پایه  ندارد نیاز:دروس پیش

 عملی  تخصصی الزامی  ندارد نیاز:همدروس 

 3 تعداد واحد:
 

 ی عمل-نظری تخصصی اختیاری 

  نامه پروژه/ رساله / پایان

  اشتغال پذیری -مهارتی 48 تعداد ساعت:

برای دروس  صرفاً)ی درستیمأموروضعیت آمایشی/

 تخصصی اختیاری مشخص شود(

 تیمأمورمرتبط با آمایش/

 موسسه نیست 

آمایش /تیمأمورمرتبط با 

 موسسه است 

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  نیاز است؟:اگر واحد عملی دارد، چه نوع آموزش تکمیلی 

.............. 
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 :متناسب با محتوا و هدف یریادگی – یاددهی روشت(  

 یانيپا ترم و پژوهش انيو پا ترمانيامتحانات م ،یعمل فيارائه سرفصل توسط استاد در کلاس، انجام تکال

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد30  هاي کلاسی، تکاليف و پروژه فعاليت

 درصد 30    سالآزمون پايان نيم

 درصد 40    آزمون پايانی

 شود. -ساير موارد در صورت نياز قيد

 برای ارائه:  ازیموردنج( ملزومات، تجهیزات و امکانات 

 تخته سفيد و ماژيک، ويديو پروژکتور

 منابع علمی پیشنهادی:  چ(
1. Hearn, Baker and Carithers,  Computer Graphics With OpenGL, Fourth Edition by,  

2011.   
2. D. Shreiner et al, OpenGL  Programming Guide, 7th edition, Addison-Wesley, 2009 

3. V. Scott Gordon, John L. Clevenger, Computer Graphics Programming in OpenGL with 

C++, 2021  

4. Edward Angel, Dave Shreiner, Interactive Computer Graphics: A Top-Down Approach 

with Shader-Based OpenGL (6th Edition), 2012 

 

   

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یملاحظات عموم

 برگزاری الکترونیکی درس: یابر ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز
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 ب: هدف کلی:

هاي هوشمند است. دانشجويان قطعيت در سامانههاي مهم نمايش و کار با عدمهدف از اين درس آشنايی دانشجويان با يکی از روش

هاي فازي سازي سيستمهاي فازي، نحوه بکارگيري آن در طراحی و پيادهضمن فراگيري مبانی رياضی مرتبط با نظريه مجموعه

 براي مسائل متفاوت را ياد خواهند گرفت.

  اهداف ویژه:

 هاي هوشمندکاربرد آن در توسعه سامانهآشنايی با نظريه فازي و  -۱

 هاي فازيبررسی نحوه نمايش دانش غيرقطعی با مجموعه -2

 هاي فازيها با مجموعهسازي دادهتحليل و مدل -3

 ها: پ( سرفصل
 يفاز يهامجموعه یمعرف (۱

 و روابط هایژگياعداد، و م،يمفاه (2

 يفاز اتياصل توسعه و عمل (3

 يمنطق فاز (4

 یزبان بيتقرخبره و  يهاسامانه (5

 يکنترل فاز (6

 يسامانه فاز يريادگي (7

 فازي – یعصب يهاسامانه (8

 (يبنددسته ،يبند)خوشه يداده فاز ليتحل (9

 امکان هينظر (۱0

 يفاز يارهايمع (۱۱

 يمجموعه فاز ميتعم (۱2

 يفاز يريگميتصم (۱3

 یفاز یهاستمیها و سمجموعه  عنوان درس به فارسی:الف: 

 نوع درس و واحد Fuzzy Sets and Systems عنوان درس به انگلیسی:

 نظری   پایه  ندارد یاز:ندروس پیش

 عملی   تخصصی الزامی ندارد نیاز:همدروس 

 3 عداد واحد:ت
 حل تمرین:

 عملی -نظری  تخصصی اختیاری

  نامه رساله / پایانپروژه/ 

   اشتغال پذیری-مهارتی 48 تعداد ساعت:

دروس  برای صرفاً)درس یتیمأموروضعیت آمایشی/

 (شود مشخص تخصصی اختیاری

 تیمأمورمرتبط با آمایش/

  موسسه نیست

آمایش /تیمأمورمرتبط با 

  موسسه است

موارد دیگر:  کارگاه  سمینار  آزمایشگاه  سفر علمی  :نیاز است؟نوع آموزش تکمیلی اگر واحد عملی دارد، چه 

.............. 



 83/    کارشناسی ارشد مهندسی کامپیوتر گرایش هوش مصنوعی و رباتیک

 

  

 :متناسب با محتوا و هدف یریادگی – یاددهی روشت( 

 هاي دانشجويیارائهپژوهش پايانی و تئوري و عملی،  ارائه سرفصل توسط استاد در کلاس، انجام تکاليف

 ث( روش ارزشیابی )پیشنهادی(: 

 درصد 40  سال هاي کلاسی در طول نيمفعاليت

 درصد 25    سالآزمون پايان نيم

 درصد 35    آزمون پايانی

 برای ارائه:  ازیموردنج( ملزومات، تجهیزات و امکانات 

 کلاس مجهز به پروژکتور 

 

 ابع علمی پیشنهادی: چ( من
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3. T.J. Ross, Fuzzy Logic with Engineering Applications, 4th edition, John Wiley & Sons, 2017. 

4. K.H. Lee, First Course on Fuzzy Theory and Applications, Springer, 2005. 

5. D. Dubios & H. Prade, Fuzzy Sets and Systems: Theory and Applications, Academic Press, 1980. 

6. C.T. Leondes, Fuzzy Theory Systems: Techniques and Applications, Academic Press, 1999. 

7. G.J. Klir & B. Yuan, Fuzzy Sets and Fuzzy Logic: Theory and Applications, Prentice-Hall Inc., 

1995. 

 

 

 :ژهیو یازهاین با افراد یبرا ملاحظات( ح

 در کلاس افراد نياتسهيل شرکت  يبرا یملاحظات عموم

 الکترونیکی درس:برگزاری  یبرا ملاحظات( خ

 انجام شود. يو امتحانات بصورت حضور یابيوجود دارد.  ارزش یکيو آموزش تمام الکترون يامکان ارائه مجاز

 

 

 

 

 


